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1. Introduction — The Speed Polar

One important aid for sailplane pilots planning their
flights is the speed polar ([1],[2]). Despite very detailed
methods of calculation ([3],[4]), up to now one can only
determine rather exactly such curves by experiments.
But the classical ways for this task require special flight
tests with a lot of time ([5],[6]); so one can only measure
few gliders. In addition, the results have inaccuracies,
which vary with time as well. Therefore a new method
ascertaining the speed polar is desirable which can be
simply applied and can be permanently used aboard
many sailplanes. The following three sections of this
paper contain basic ideas for this aim.
1.1 Basic Relations

The speed polar make statements about large motions
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FIGURE 1. Stationary straight flight.

VOLUME XVIII, NO. 2

of the glider; so we can assume the plane being a point
or a lumped mass. Additionally we neglect the wind
and the density gradient of the air. With these premises
the polar represents the stationary, straight flight.

Figure 1 shows the air speed V and the flight-path
inclination angle yof the sailplane. In the polar diagram
(Figure 2), whereby both axes must have the same scale;
g and wo are the components of the air speed vector
relative to a normal earth-fixed axis system:

ug = Veosy, wg =- Vsiny. (1)

For the abscissa one uses often V instead of ., because
wyg is usually so small that V =ug ([1]). But here we will
employ the more systematic u gWg-representation.

Figure 2 shows also two important optima: the path
angle Yopt of the bestlift-drag ratio and the minimal sink
rate Wopt-

During stationary, straight flight the total lift L and
drag D balance the weight mg (Figure I); using the air
density p, the wing area S, and the aerodynamic coeffi-
cients Cy, Cp for lift and drag we can describe this fact
by two equations:
myg cosY = PTV!S ¢ , —mg siny= .’37?.5 cp (2)

Rearrangements of the relations (1) and (2) result in
expressions for ug and wg

u=1||'2_’ﬂ___€.‘*.(.‘.’.)___ Goc jing _ cplm) 3)
TV RS (e +hle) T TV A8 (dla) + cha)
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FIGURE 2. Gometry and optima of the speed polar.

This is a parametric representation of the polar, be-
cause C and Cp are functions of the parameter angle of
attack o.. The last two equations facilitate the discussion
of the factors which determine the speed polar:

1. The factor
v2mg/pS

shows the influence of weight and air density. These
two values are not constant; therefore the polar under-
goes a time clependent scaling. But we can solve this
problem quite simply if we standardize the two equa-
tions with the common square root:

up =ug/+/2mg/pS, w; = wy/\/2mg/pS

so that the variations disappear. If one knows u *g and
w gas well as mg, pand §, it is easy to calculate Ug and
EUS-.*

2.4 g and w'¢ of the standardized polar are only func-
tions of Cr, and Cp, These aerodynamic parameters
depend on the sailplane type and addltmnall) on the
constructional details of each individual glider as well
as on the time varying center of gravity and surface
dirtiness. The aim of this paper is to describe an appro-
priate way for the polar determination which can con-
sider all these influence factors.

3.Finally, because the standardized polar only depends
onaerodynamics, it represents merely the glider motion
relative to the air. In the following V is only just the

50

speed relative to the air, VK denotes the absolute flight-
pathvelocity, and Vy stands for the wind velocity; they
form the following vectorial equation:

- =
V}( V+Vw (4)

Figure 3 ([7]) shows this relation and its effect on the
polar. Up to now we considered the curve of the V-
motion (relative to the air), which is independent from
the wind shift and is therefore fixed relative to the u ¢UWg-
axes; but the pilotis specially interested in the polar that
results from the absolute velocity VK (quw;\fq—axes) as
the variometer indicates wKg while uKg is the ground
speed. The wind variation with time has the effect that
the curve moves around in the uKgwKg-diagram to-
gether with the ugwe-axes; this fact makes considerable
difficulties for the experimental determination of the
polar. In addition, the dashed lines demonstrate the
clear change of the best flight-path inclination angle.
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FIGURE 3. Wind influence on the speed polar.

1.2 Methods Determining the Speed Polar

Only the ugwe-diagram provides a definite polar.
Determining this curve one must ascertain the glider
motion relative to theair. The classical ways for this task
are the “Partial Glide Method” and the “Glider Com-
parison Method” ([1],[5],[6]) completed lately by the
“Speed Reduction Method” ([8]). All of them need spe-
cial flight tests.

Partial Glide Method:

One performs stationary, straight flights in very calm
air at certain air speeds; the altitude differences and the
affiliated flight periods yield the sink rates. Because one
needs several flights, this method is very time-consum-
ing,.

Glider Comparison Method:

One needs a reference glider measured by the Partial
Glide Method. Together with the sailplane under inves-
tigation one performs stationary, straight formation
flights; the relative altitude differences at the beginning
and at the end as well as the flight periods yield the
sinkrate differences between the two gliders; and hence
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the new polar by means of that of the reference plane.
The number of necessary flights is smaller than the one
of the Partial Glide Method.

Speed Reduction Method:

During aninstationary, straight flight of about 120sin
calm air one covers the whole range of the polar from
maximum to minimum air speed. The number of neces-
sary flights is again relatively small.

All three methods treat the influence factors 2. and 3.
of subsection 1.1 ina similar manner: for CJ,and Cpy one
gets information which is only applicable to the indi-
vidual glider under investigation, as measuring many
sailplanes of one type is not practical. The following new
method determining the polar would be more univer-
sal: '

— usable during normal soaring flight, not only in
flight tests,

— short measurement periods,

- no influence on the sailplane,

~ moderate need for measuring equipment,

- good polar recording at low air speeds.

That means the determination of the individual, time
varying speed polar. We assume no special flight
manoeuvres and wind conditions; so we have to inves-
tigate the instationary, straight flightand to estimate the
wind vector in real-time.

2 System Model
2.1 Identification Task

The sailplane and its measuring devices constitute a
system. To ascertain those system properties which
determine the polar, we use the term “identification”.

Figure 4 shows the identification strategy: A certain
input signal excites the sailplane; and the subsequent
measuring instruments indicate the corresponding re-
actions; the same input acts on a mathematical model
which copies the system of the glider and the measuring
devices, including the input signal a comparison of the
model output with the measurement signals of the real
system is the next step; the identification has to deter-
mine thatspecial model which yields on this occasion to
the best agreement for the output signals.

For example [9]-[13] deal with special aspects of ap-

> sailplane | shEasguio g
instruments
k
input |] identifi-
signal cation
1L 2
system
model

FIGURE 4. Identification principle.

plying the identification to tasks of flight mechanics, of
modelling, and of choosing suitable algorithms. It fol-
lows from these informations that one can use the
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Kalman-Filter and the Least-Square method, aswedoin
section 3.
2.2 Model Equations

Only C (o) and CpD(e} actually determine the polar; so
we must just ascertain these two functions. But both
coefficients act on the motion of the glider by the aero-
dynamic forces; therefore we need a dynamic system
model.

It is advisable to use model equations consisting of
two halves. The first one contains a system of differen-
tial equations which describe the time behaviour of the
model; and the second one gives information about the
measurement values and errors. The most important
parts of the equations are the input signal, the state
variable vector x, the measurement vector y, and the
parameter vector ¢. One can find more details about the
used model in [11].

2.3 State Variables
We need the state variables, because they represent
the time behaviour of the system; this comprises the
instationary, straight flightof asailplaneas wellas wind
and air properties being the surroundings. Therefore x
consists of:
flight-path velocity VK
flight-path inclination angle y
Vw-component parallel to VK
VW-Component perpendicular to VK
temperature T
|static pressure p |
The mentioned differential equations contain the
changes of x with respect to time. The reason for the
dynamical character of Vi and yis the acceleration by
the aecrodynamic forces of Cf,and Cp, Viyand T are not
constant, because the glider moves through a wind and
atemperature field, which vary spatially and by chance;
to describe these accidental phenomena, one can use
spectral densities and differential relations ([15]-[1 71.
Inaddition, the combination of the vertical temperature
gradient with changing altitudes has an effecton T; and
the vertical pressure gradient ([18]) accordingly acts on
P
2.4 Measurement Values
The following aspects are essential for the choice of
the measurement values ([6],[19]):
—use of well-established sensors and devices for the
development of a new identification procedure;
— the measurement values must contain informa-
tions of all state variables; this is necessary for the
Kalman-Filter;
—acceptable costs.

The measurement values are:

static pressure
dynamic pressure

¥ = |temperature
plane inclination
angle angle of attack o
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Measuring a.isa problem, but weneed the time behaviour
of the input signal. The estimation of the wind velocity
requires in addition the plane inclination angle ([14]);
because of acceptable costs other inertial sensor signals
were temporarily disregarded. (Remark in anticipation
of section 4: First tests of the described identification
procedure revealed that an use of the Global-Position-
ing-System GPS is not helpful, because the accuracies
and sampling rates of customary sets were not high
enough.)
2.5 Aerodynamic Coefficients

The flow field around a sailplane is too complicated to
allow an exact mathematical description of CJ and Cp>.
But approximations are sufficient for our given task, as
the dashed curve of Figure 5 shows: this line can repro-
duce for instance the exact polar of the type ASW-19
(I2]), which was chosen by chance, if one uses the
following polynomial series (compare also [20]):

CL(a)zCLQ+CL1a+C{_,20&2+C[‘3a3+CL4cx4 (5)

CD(u):C[)0+CD10c+C;)2a2+C93a3+CD40c-4 (6)

Air Speed [m/s]

0.00 35.00
n.ua[ A

Sink Rate [m/s]
A5
S

L — Exact Polar
== Polynomial Series

5.00*%

FIGURE 5. Approximation example (ASW 19) of the
speed polar.

Except o, the right sides of these equations only con-
tain parameters, which are not available if the coeffi-
cient functions are unknown. But to get the speed polar,
itis the task of the identification to determine Cj (o) and
Cpla); that means to estimate (g + Cp4. For this
purpose we unite those symbols in the mentioned vec-
tor c:

e=[C1n.CL1,C12.C13.CL4.CD0.CD1.CD2.CD3,Cpal T (7)

3 Identification Procedure

Considering the three elements x, y, ¢ leads us to the
basic structure of the identification procedure, which
consists of two parts explained in the subsections :3.2
and 3.3.
3.1 Basic Structure

To gain the values of y is the task of the measurcment
devices; but at first the state variables x and the param-
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eters c remain unkown. For this typical feature of iden-
tification in flight mechanics procedures consisting of
two steps are usual ([21]-[23]): one determines first the
time behaviour of x; and afterwards one calculates c.
Figure 6 shows the process (its realization should be
carried out by means of a digital computer); we com-
bine the two methods menticned at the end of subsec-
tion 2.1:

Ist step flight reconstruction: Kalman-Filter, Estima-
tion: y — x;

2nd step parameter-identification: Least-Square, Esti-
mation: x —=¢.

low frequency

high frequency
—

measurement of ¥

Kalman-Filter y—»x new polar

Least-Square 204 part x—¢

Least-Square Pt part

FIGURE 6. Estimation sequence.

When enough dataare gathered, one caricaleulate the
unknown parameters and determine the polar. Because
some influence factors of the standardized polararenot
constant, ¢ changes slowly; but the repetition of the c-
estimation with a low frequency facilitates following
those variations. (For details see [14].)

3.2 Kalman-Filter

The Kalman-Filter estimates the effectsof accidental
disturbances like gusts and model inaccuracies; it calcu-
lates the statistically most probable x-values. For this
task it needs parameters, which are unknown at first;
initially we use theoretical data. [16],[24] and [25] con-
tain the filter equations as well as related problems; here
one should only mention three aspects:

- nonlinear model equations (reason: equations of
fiight mechanics),

- x continuous in time, y discrete in time (reason:
digital computer),

—low computationalamount (reason: real-time pro-
cessing).

One can test the suitability of the corresponding for-
mulasifaccuratesimulation results are available (which
serve as measurement data for the Kalman-Filter and as
abasisof comparison). Figure 7 showsan example (from
[14]); it contains the accelerations parallel and perpen-
dicular to the path during a straight flight of a glider in
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turbulent air. The estimated, dotted lines agree suffi-
ciently with the exact curves.

3.00
1 Dﬂr
| Vi [o/e?]
0.00 0
— Exact Values — Exact Values
- - Estimated Values - - Estimated Values
=1 + =3.00 sy
0.00 2.00 4.00 0.00 2.00 4.00
Time (s] Time [s]
FIGURE 7. Estimation example for the flight-path accel-
eration.

3.3 Least-Square

The Least-Square method has to determine the values
of the parameters. Figure 8 illustrates the estimation
principle with theexample of Cj : the points are from the
Kalman-Filter results and the solid line represents the
polynomial ofequation (5) which has the minimal mean
distance from them. The parameters of Cp) follow ac-
cordingly.

Cr .
.

¥

0.80

0.40r

O-UO". L L 1 1 i 1 1
-8.00 -4.00 0.00 u.00

FIGURE 8. Least-Square-principle for (f]_.

First, the high sampling rate of the Kalman-Filter
produces a large amount of data; this is necessary to get
reliable Least-Square estimations; if one processes the
series of numerical values by a recursive way, an exten-
sive, temporary data storage can be dropped. Secondly,
highand low angles of attack occur relatively seldom; so
the C7- and Cp-points have an uneven arrangement
over the interesting ci-interval; this is a problem for a
regularapproximationof the polar, which needs a fairly
even distribution; but one can reach such conditions if
one uses repeatedly the data points of the weakly occu-
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pied o-ranges to give them a higher weight {([26]).
4 Results and Conclusions

One can use the mentioned simulation data to check
not only the Kalman-Filter but also the whole proce-
dure. This method of testing has two advantages: it is
easy to distort the artificial rneasurement signals by
additional errors; and one knows the exact polar in
advance. In the following results the Kalman-Filter had
a sampling rate of 100 Hz and the Least-Square estima-
tion gathered data over a period of 135 s.

Figure 9 shows standardized polars for the ASW 19.
The line of those parameters for the Kalman-Filter was
determined before the test and the exact curve coincide;
also the polar calculated after the first Least-Square
estimation agrees with these even if the measurement
values contain additional noise; but worse results arise
for the case of further, artificial measurement biases
(which had the order of about 2% of the necessary
measurement ranges). So the presented method needs
carefully calibrated sensors .

°L
2 24
0.00 (CL + Cu) 4.00
0.00
measurement
values
with noise
__f
4
(ef+ch)
Exact Polar,
~—— { Presupposed Parameters,
Firat Estimation
0.40 5
£r
2, 2y
0.00 (CL+CD) .00
0.00 -
1
measurement
values
with noise
‘o and bias

(cf + 5 )™

[ Exact Polar,
Presupposed Parameters

T G First Estimation

FIGURE 9. Speed polar estimation example (ASW 19).

The results show the suitability of the chosen method.
One canalsosee the next problem: determining system-
atically the influence of sensor errors; considering the
convergence behaviour if the parameter of the Kalman
Filter calculated in advance are inaccurate; examining
the question whether polynomial series of lower order
are sufficient for Cf, and Cp; and analyzing measure-
ment data from real flight tests.




Symbols

c matrix of the parameters for CJ and

CD

Cp total drag coefficient

Cpp+Cp4 parameters for Cp

Cr. total lift coefficient

Cro+Cr4a parameters for C,

D total drag

L total lift

mg sailplane weight

P static pressure

S wing area

T temperature

Ug horizontal component of V (normal
earth-fixed axis system)

uKg horizontal component of Vg (normal
earth-fixed axis system)

Vv air speed

Vk flight-path velocity (absolute)

Vi wind velocity (absolute)

We vertical component of V (normal
earth-fixed axis system)

wKg vertical component of Vi (normal
earth-fixed axis system)

X matrix of the system state variables

y matrix of the measurement values

o angle of attack

Y flight-path inclination angle

p air density

opt mark for an optimum

* mark for a standardization
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