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Abstract

A method is described for modeling and maximizing the use offtermals by small unmanned aerial vehicles. A spline
model is used to map thermals of arbitrary structure with no a priori knowledge of their shape. A candidate thermal
exploitation method is developed to showcase the capabifibf this flexible mapping technique. Simulation results sha
the utility of the proposed approach both for simple Gaussia thermals and non-uniform thermals and compare climb
rate for map-based thermalling and more traditional spiral climbing techniques.

Nomenclature

basis spline coefficients

acceleration due to gravity

observation model

spline order

number of knots supporting basis splines
turn radius

updraft velocity measurement

sink rate

contour at levelv

Kalman gain

basis spline of order k

space of piecewise polynomial functions of oréer
state covariance

process noise

measurement covariance

spline function

airspeed

system state

bank angle

knot location

ONS -S> xSQ 0

=0
=

P
=~
+
AR

> X<H DO VY

Introduction

Thermal soaring has been practiced by pilots of mannediaaép
since the invention of the variometer in the 1920s. Recegtiily pro-
liferation of small UAVs has sparked an interest in autoraearing
methods. Work by Allen established that substantial gamddcbe
made by exploiting thermals [1]; flight tests by Allen, antefaAn-
dersson demonstrated that autonomous aircraft couldexeteturance
by harvesting energy from thermals [2, 3]. Edwards dematestrthe
use of thermalling in cross-country flight by an autonomousrait,
placing third in competition with piloted RC aircraft [4].

Thermalling controllers to date have generally used vianat of
Reichmann’s method to fly a constant radius circle aroundener of
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a thermal, drawing from techniques used by piloted saikgan max-
imize climb rate [2,5-7]. Thermal modeling in autonomouscraift

is rudimentary, typically estimating the strength and sika radially-

symmetric thermal with the objective of establishing a nmahturn rate
for circling [2, 6]. Edwards does propose a method to esertia size
and orientation of an elliptical thermal [4], but no treatihbas been
given to an arbitrarily shaped thermal and no controllerstiped to
exploit such knowledge. Manned sailplane instrumentat@milarly

rudimentary. While recent instrumentation presents cliatie along
the flight path and sectors of maximum lift while thermallinige pi-

lot must mentally construct a model of the lift environme8l, [as no
automatic modeling capability is provided.

This paper presents a method using splines to map the aiomoti
in a thermal without assuming a thermal structure, allondnghore
fully descriptive model of a thermal to be constructed. Ardanh filter
method is also presented which allows the map to be effigieath-
structed by a sailplane in climb and allows the model to remarrent
with changes in the thermal. Further, a thermal exploitatiethod is
presented which uses contours of constant lift from thenlaémap as
flight paths for the sailplane. The effectiveness of the@anpath ther-
malling method is established by comparing climb rates wilen’s
and Andersson’s circling methods.

Thermal Modeling
Tensor Product Splines

Splines can be used to efficiently model complex functionsiref
known shape, allowing complex non-linear functions to becdeed as
a piecewise polynomial. Partitioning a function by a numtfeknots,”

a different polynomial is defined on each segment with caiittjrof the
Kk derivative at the knots, whekds the order of the spline. If the spline
is written as a linear combination of functions, known asdaplines
(or B-splines), then it represents a linear mapping and eansied in
linear estimation algorithms. In this form the spline isteen [9]:

SX) = Y cNkr1(X) € Pk @
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Fig. 1: Basis splines and one example spline with knots [0,2B, 0.5,
0.75, 1], order 3.

whereN is the value at poink of a set of basis splines of ordkrde-
fined on the set of knotdj,j = 0...,n+k—1. Calculation ofN is
accomplished using a triangular scheme, described by ©jéic The
modeling of complex functions by linear combinations ofibaplines
is demonstrated in Fig. 1.

h(X) = Ni ks 1(X) @ Mj 1 41(Y) 2

The process noise is chosen to represent the expected cinatge
thermal parameters with time. With no state transition,ghegiction
step simply represents the increase in the uncertainty eothiermal
map with time:

Cijt—1

Pyie1

C_1t—1
Pe-1+Q
With the observation model defined as in Eq. 2 and the measutem

noise chosen to represent the error in the measurement tafalexir
motion, the Kalman filter update step proceeds:

Ki = Py1h"(hPy_sh" +R)*
Xt = CGy1+Ke(w—hGy 1)
Ppe = (I=Kth)Py_g

This filter allows the map to be rapidly updated, requiriryage of
only the coefficient array ¢ and its covariance matrix. Thenowy re-
quirements are fairly modesthas onlyn = (k+g-+1+h—2) elements,
wherek and| are the orders of the splines in tkRendy directions,g
andh are the number of knots in thxandy directions respectively. The

The concept of a spline can be generalized to more dimensiorigPdate step does not even require matrix inversiothBg_1h" +R;)

through use of the tensor product spline. In the tensor mtoshline,
knot intervals are defined along each coordinate directimhthe do-
main is then divided into cells defined by the Cartesian pcodiithe
knot intervals. In two dimensions this forms a rectangulash with

reduces to a scalar value.
The use of a Kalman filter means that the vertical wind vejomiim-

ponentw can be incorporated as a raw measurement from a variometer

with no prior filtering (i.e. a vario time constant of 0). Thhildy to

x andy knot intervals. The spline may be represented on each recglirectly incorporate this noisy measurement allows thenielation of

angle by the product of two polynomials, one along each doatd
direction [9]:

S ePRP

filters which cause significant lag in most variometers, wlith disad-
vantage that a good estimation of the vertical wind compbregjuires
a number of samples near a point to converge. In this papereatdi
measurement of the wind field using the method described bgé-a
laan [11] is assumed, however measurements from a nettonveiér

If Px(x) andPy(y) are written as basis splines as in Eq. 1, then the recould be used instead.

sulting bivariate spline is the tensor product of the twargpfunctions,
which can be written [9]:

n m

SxY)= 3 3 GiNkiIMyay)
i=—kj=—

With knots A; in x and yj in y fixing N and M, the valuesg; j will
define the shape of the spline function. The bilinearity @& tensor
product [10] ensures that the final spline function is lingausc; j can
be estimated using any linear estimation procedure.

Thermal Modeling with Splines

The tensor product definition of a bivariate spline makegtiemal
mapping process conceptually very simple: knots are defomedn
interval bounding the region containing the thermal, areldrder of
the model is specified. The coefficients defining the spliskape can
then be estimated from measured updraft velocity to apprateé the
observed shape of the thermal. In order to keep the updatgdesi
while allowing the thermal to change with time, a Kalman filieused
to estimate the shape of the thermal. The states of the Kdiiterare
taken to be the spline coefficients,; and the observation model is the
tensor product of the two spline bases,
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Path Planning

With a more complete understanding of the lift environment s
rounding the sailplane comes the need for a method to lesettdg
information in harvesting energy from the thermal. Thistigecpro-
poses a path planning scheme which uses contours of theaherap
as candidate paths for the sailplane. A technique is alssepted to
balance exploration of the lift environment with exploitat of known
areas of strong lift.

Contour Selection

As the aircraft constructs and updates the thermal mapgeadetcan
be taken which describes a closed path around the estintateaal
structure that has a constant vertical wind speed. In omleptimize
the aircraft climb rate, a cost function is defined to be thamaimb
rate achieved during one orbit of a contour at levéparameterized in
polar coordinates bg):

Jw) ?fé(m(w 2(6))d6

Making the assumption that the aircraft is in steady-statairng

flight as it traverses the path, the sink raté) can be related to the
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reference path

Fig. 2: lllustration of Park’s nonlinear guidance law.

flight path curvature through the sailplane polar at a givamktangle,
allowing the cost function to be evaluated relatively sasil

z

Z((D, Va)
A

(r(9)9>

The termr(6) is computed by locally fitting a circular arc at each
point on the trajectory. With a cost function defined, theiropt path
can be selected through the use of an optimization funationinimize
the cost (coordinates here are defined positive down so diveeghmb
rate indicates an altitude gain).

tant

@

Path Control

With a path defined, a controller is needed to keep the airtwhf
lowing the desired contour. The controller used here is &a hegel
controller, developed under the assumption that lowerl lewatrol
(roll angle, airspeed control, etc) is already provideddorthe UAV
platform. To prevent unrealistic aircraft motions, thel rake was re-

,” reference path
/

/
/ path centroid /

Fig. 3: Park’s nonlinear guidance law modified for circular trajec-
tories.

2. The goal point is selected to lie on the desired contourl@ble
ahead angle of 15deg.

3. Lj is calculated as the distance from the aircraft positiorh&o t
goal point.

This modified process is pictured in Fig. 3.

The lateral acceleration command is then computed as in.BHthi8
guidance method gives accurate tracking and rapid corwveegéor
paths that are not too complicated, but can fail for path$ witerly
skewed dimensions or for paths that loop back on themseliiés
thermal models investigated in this paper did not presech fuwob-
lems. However, if real thermals prove to be sufficiently cterpthis
path following method may need to be revisited.

Windfield Exploration
Mapping the windfield to improve climb rate suffers from the

stricted to 225/s (high, but not completely unreasonable for a smallguandary inherent in simultaneous mapping and exploitatfany re-

UAV platform), and the roll rate tended to remain below A&. The
controller implemented in this investigation is develofrenn the guid-
ance method presented by Park [12], which generates allateeler-
ation command from the bearing to a reference point locatethe
desired path at a fixed distance from the vehicle as illuetrat Fig. 2.

The goal point progresses along the reference path so thafiwtays
located at a distande, from the aircraft. The lateral acceleratiagng
is then given by:

Va2
Boma = 2sin(n) 3)
1

This guidance law gives good convergence and excellenkitrgc
when compared with PID controllers [12], but presents s#verob-
lems in this application. First, it cannot be guaranteedlttiere will be
a point on the path that is distante away, especially when the con-
tour is recalculated. Second, a closed path is more eas@ymerized
in polar coordinates. For these reasons, Park’s guidamcés|anodi-
fied to use a constant look-ahead angle instead of distaree ofthe
modified controller proceeds as:

1. The desired contour and aircraft position are shiftedubtpe

path centroid a{0,0). The path and aircraft position are then
transformed to polar coordinates.
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source - insufficient mapping of the wind field potentiallsifes an area
unexplored which could improve climb rate, but a thorougplesation
takes time which degrades average climb rate. In an atteniatlance
these competing objectives, a dither is applied to the afirgoal lo-
cation’s radial distance from the path centroid. In thisestgation a
sinusoidally varying dither is applied with amplitude of 2@ters and
period of 15 seconds. A dither amplitude based on the loczainty
in the thermal map may deliver higher performance, but a foidter
is used here for simplicity. This dither allows the aircriaftexplore a
region close to the current trajectory.

Simulation Results

In order to evaluate the benefit of modeling and path planiting
thermals, several simulations were run for both planning eircling
thermal exploitation techniques. Two types of simulatioerevrun
— a simulation to compare optimal climb rate achieved by ipitag
and circling paths givem priori knowledge of the entire wind field,
as well as a kinematic simulation of an aircraft flying in tinets with
no prior windfield knowledge. In all simulations a perfechén loop
controller is assumed to test only the effectiveness of thterdoop
guidance method. Measurements of vertical air motion wereipted
with zero mean Gaussian noise with standard deviation ofis5in
order to simulate the noise in the aircraft's sensors [11].
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Table 1: Thermal initialization parameters for simulation .

Parameter Min Max Mean o
Thermal Center (m) -10 10 0 3
Thermal Strength (m/s)| -1.33 5.33 2 1
Number Of Cores 0 5 - -
Core Strength (m/s) | -0.333 1.333 0.5 0.25
Core Radius (m) 0 97 30 20
Core Center(m, NorE) -53 53 0 27

Path Optimization with a priori Windfield Knowledge

To assess the potential of the contour planning method eregmt
of the thermal model quality, a simulation was developed|dm jpoth
circular and contour paths on anpriori known windfield. The sim-
ulation compares contour paths with paths generated bynitig a
circular path centered at the thermal centroid, calculatedg Allen’s
lift-weighted centroid method. Due to the complexity of tinerac-
tion between wind field structure and climb rate, a Monte Carp-

Table 2: Results for thermalling in an a priori known wind field.

Mean Climb Rate for Contour Planning Glider:2.21 m/s
Mean Climb Rate for Circling Glider: 2.08 m/s
Minimum Improvement in Climb Rate: -44%
Maximum Improvement in Climb Rate: 66%
Mean Improvement in Climb Rate: 6.2%
5th Percentile Improvement: -12.8%
95th Percentile Improvement: 34.4%

Thermalling in an Unknown Windfield

A second simulation is used to evaluate the stability of thiens
mapping and contour planning method as it explores and espho
thermal. For comparison two other gliders are also simdlsgtecom-
pare the climb rate and flight paths for the different methadse of
the other gliders circles using Allen’s method [2] and theosel uses
Andersson’s controller [5]. For this simulation, thermate modeled
using Gedeon’s single and four cell thermals of random gtreand
size [13]. The gliders are started at the same location atoneer of

composed of a Gaussian thermal with half-sine “cores” sogmrsed
to form a more complex wind field. The thermal parameters asi t
ranges are given in Table 1.

To evaluate the climb rate achieved on a given path, therdiffe
between aircraft sink rate (adjusted for load factor) aedrttal rise rate
is integrated around the path to determine mean climb ratd.LMB’s
nonlinear optimization tools were then used to find the patkimizing
climb rate. For the contour planning path, the contour lewvel aircraft
speed are used as optimization targets. The circling metbed circle
radius and aircraft speed as independent variables. Theation uses
aerodynamic characteristics for an RnR Products SBXC laa#p a
4.5 m span radio controlled sailplane commonly used in autmwus
soaring experiments [2, 5, 6]. In 54% of cases the mappingoagh
showed better performance than the baseline. Results emaatized
in Table 2 and flight paths for a typical case are shown in Fig. 4

Contour Planning
= = = Allen-Circling

//
e

E (m)

501

100

N

0
N (m)

150 - -
-150 -100 -50

Fig. 4: Flight paths for circling and contour planning methods
givena priori knowledge of the windfield.
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a random angle between 0 and 90 degrees. The simulatiomisuhe
for four minutes to give the aircraft time to find and centex thermal.
Figure 5 illustrates the flight paths flown by the three gld#uring one
such thermal encounter with a type 1 (single cell Gaussiatal and
Table 3 summarizes the performance of the three methods.

In examining the bulk simulation results it is immediatefyparent
that the planning method converges to the thermal much notrestly
than Allen’s method. If the aircraft only grazes the thernwften
Allen’s method will turn the wrong way or fail to turn in time tin-
tercept the thermal and flies away from the area of lift. Itudtidoe
noted that in both cases the aircraft controllers are oyingrto ther-
mal — there is no thresholding or logic for a thermal/cruigeigion
in the simulations. With the addition of such logic some a§ tad-
vantage may be negated as the cases grazing the thermaise oray
not trigger an attempt at thermalling for either method. rEse, ther-

-150 !
Contour Planning
— — — Allen-Circling
-100 — - — - Andersson-Circling |
_50 L
£
w
0 L
501
100 : ‘ : '
-100 -50 0 50
N (m)

Fig. 5: Flight paths for three thermalling techniques during a four
minute simulation of an encounter with a type 1 thermal,
Cp=32m/s,R=11446m.
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Table 3: Results for exploitation of type 1 thermals, averagd over
113 simulations

Climb Rate for the Full 240 Second Simulation

Contour Planning  Allen  Andersson
Min (m/s) 0.19 0.23 0.16
Max (m/s) 3.12 2.87 3.26
Mean (m/s) 1.47 1.42 1.46
Mean Climb Rate in the final 30 Seconds of Simulatipn
Contour Planning  Allen  Andersson
Min (m/s) 0.28 0.26 0.25
Max (m/s) 3.47 3.47 3.65
Mean (m/s) 1.64 1.60 1.74

mal mapping conveys a clear advantage in stability of caamee. In

comparing Andersson’s controller and the contour planmieghod, it

is seen that Andersson’s controller has very robust coevegcharac-
teristics within the thermal itself, but is very sensitieethermal/cruise
logic. If the aircraft is not definitely in the thermal wheretbontroller

begins operation then the controller will converge slowdythe cen-

ter, if it converges at all. In order to ensure that the cdlgrdad a

chance of succeeding it was necessary to add a logic switoievent

Andersson’s controller from operating until the aircraddrentered the
thermal.

If the examination is restricted only to the cases where iedfraft
successfully intercepted the thermal, the contour plangiider out
climbed the Allen-circling glider by an average of 3.5%. Soaf the
climb advantage can be attributed to the reduced time redtiir cen-
ter a thermal (under one turn in some situations), but, adeaeen in
Fig. 6, the final climb rate is also superior, the mean clinib nathe fi-
nal 30 seconds of simulation was 2.5% better for the plangiigr
than for the circling one. Comparing the mapping and Anderss
circling gliders, the total climb achieved is nearly ideat| with the
planning circling glider achieving a total climb less theb better on
average. Comparison of the final climb rates indicates tieaptanning
glider has an advantage in more rapid centering: despiteer lmean
climb rate, the Andersson-circling glider achieved a clirate in the
final 30 seconds of simulation 5.7% better on average thathdiglan-
ning glider. With a simple, Gaussian type thermal, this ise@xpected
as this thermal model plays to the strengths of the Anderssoling
technique. Both the planning glider and Andersson-cigetjlider have
some room to improve climb rate in the simple Gaussian thieririee
gains used for Andersson’s controller could be tuned mordyfithan
those used here, allowing more rapid convergence. For trenjlg
glider, a more sophisticated dithering algorithm would ioye the fi-
nal climb rate as the simple dithering algorithm takes theraft into
non-optimal areas even after the thermal model has corverge

The periodic notch that can be seen in the planning methotbatate
occurs at the replanning intervals. When a new contour israehed
the aircraft is often some distance away from the contourtsegins
an aggressive maneuver to intercept the proper trajedemporarily
increasing its sink rate.

The thermalling techniques were also tested for the type &, dell
thermal [13]. Again, the mapping glider converges to thertia much
more consistently than the other gliders. Examining onky thses
where all methods converged, the methods have nearly o miean
climb rates over the course of a four minute simulation. Exémg
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Fig. 6: Climb rate during the final 40 seconds of simulation intype
1thermal, Cp =3.2m/s, R=11446m.
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Fig. 7: Flight paths for three thermalling techniques during a four
minute simulation of an encounter with a type 2 thermal,
Cp=44m/s,R=4293m.

the final 30 seconds of climb shows that the steady-statebctate
is superior for the Allen-circling glider, with a steady t&talimb rate
averaging 3% better than the mapping technique. The reasdhd
discrepancy between mean and steady-state climb ratdweféour cell
thermals becomes apparent when examining the flight patRgyirv.
With no clear maximal point in the thermal, the contour plagrglider
traverses an irregular trajectory as it maps the thermdike&/the sim-
ple Gaussian thermal which is rapidly mapped and has a atelgasily
determined structure, the complexity in the type 2 therroatsasion-
ally leads to phantom peaks in the model such as that visittg. 8.
Chasing these irregularities naturally leads the plangiider to fully
explore the thermal and limits the uncertainty in the model, also
degrades the mean climb rate. Table 4 presents the difiesénclimb
for several simulations using the type 2 thermal structure.
Comparing the contour planning glider and the Anderssariiog
glider, the mean climb rate is similar for the two techniquEse plan-
ning glider achieves a mean climb rate 1.4% better than tlessson-
circling glider, and in the final 30 seconds of simulation ¢fienb rate
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Fig. 8: Climb rate during the first 60 seconds of simulation inkono-

valov type 2 thermal, Gy = 4.4 m/s, R =4293m.

Table 4: Results for exploitation of type 2 thermals, averagd over
127 simulations.

Climb Rate for the Full 240 Second Simulation

Contour Planning  Allen  Andersson
Min (m/s) -0.02 0.06 -0.47
Max (m/s) 4.0 3.46 3.82
Mean (m/s) 1.47 1.46 1.45
Mean Climb Rate in the final 30 Seconds of Simulatipn

Contour Planning  Allen  Andersson
Min (m/s) -0.02 0.08 -0.44
Max (m/s) 4.16 3.88 3.92
Mean (m/s) 1.62 1.67 1.55

achieved by the planning glider is 4.5% better than the Asster-
circling glider. The flight path trace bears this out - the Argson-
circling glider immediately starts turning in the edge oé tthermal,
achieving an initial climb rate advantage. Once the plaggilider has
sufficiently mapped the thermal it can catch up by flying a path
more consistent portion of the thermal, seen in the smadgation in
climb rate depicted in Fig. 9.

The climb rates achieved by the Andersson and Allen teclesidgpu
the two thermals illustrate the sensitivity these two téghes have to
assumptions built into their algorithms about thermaldtite. Using
the parameters specified by the authors of these contr¢le®$, the
two controllers exhibit “preferred” thermal sizes. As sified, the An-
dersson controller prefers a small thermal, flying tightleis which
gives it good performance in the type 1 thermals with a clear rzar-
row core. The Allen controller prefers a larger thermal, mght better
suited to centering the wide core of the type 2 thermals, evtiez An-
dersson controller ends up stuck on the edge and achievesadbmb
rate. The planning controller runs a course in betweenyelétig con-
sistent performance in several thermal structures, thooglchieving
maximum climb rate in either.

Thermal Modeling
Mapping a thermal while soaring is useful for more than jostdon-
tour controller presented, it could enable other contrdlfpes or the
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Fig. 9: Climb rate during the final 40 seconds of simulation in
Konovalov type 2 thermal, Gy =4.4 m/s, R=4293m.

tuning of existing controllers. While quantitative evaioa of such a
model is problematic, an example model constructed durireyim-
ulation run is presented below. Evolution of the thermal rfapone
of the type 2 thermals is illustrated in Fig. 10. Qualitaiyvéhe fig-
ure shows the algorithm presented is capable of mappingereplex
thermal structures.

The broken outer ring observed in the map is the result ofiticeadt
not flying in that region. Since the spline model is purelyalgsive,
windfield features will not be modeled for areas where theraft did
not gather data.

Conclusion

A method has been presented for mapping non-uniform therbyal
aircraft in soaring flight. A path-planning method using thermal
map to maximize exploitation of thermals has also been ptede

Simulations using several thermal structures show thatrthlemaps
can be constructed by a sailplane in climb given measuresmeason-
ably available on board the aircraft. The utility of the magstablished
through the performance of the contour-following congplivhich
achieves mean climb rates similar to existing thermallingtollers,
and exhibits resiliency to differing thermal structure aiwe. Further
improvements in the thermal map quality can be made throlelnt-
plementation of algorithms to automatically place therspknots. In
addition to the thermalling controller presented in thipgrathe utility
of thermal mapping could be extended to an adaptive therizalfer
Andersson or Allen’s controllers, or displaying a bettestpie of the
lift environment to the pilot of a manned sailplane.

While the contour following controller presented here show
promise, further examination should be made of the costriaduby
frequent control surface action needed in order to follosutiore com-
plex paths generated by the controller.
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