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Background: Participatory and collaborative evaluation 
approaches, including empowerment evaluation (EE), are 
useful for evaluating programs involving youth. 
Empowerment evaluation involves stakeholders in the 
evaluation process through a set of structured steps. It is 
primarily concerned with empowering, illuminating, and 
building program beneficiaries’ self-determination. 
 
Purpose: To explore the extent to which evaluators use EE to 
evaluate programs involving youth, as well as what factor(s) 
facilitate and hinder their use of EE in these programs. 
 
Setting: The study involved evaluators associated with the 
collaborative, participatory and empowerment evaluation and 
youth-focused evaluation topical interest groups (TIGs) of the 
American Evaluation Association (AEA) who are involved in 
evaluating programs targeted at youth. 
 
Intervention: Not applicable.  
 
Research Design: The study used a two-phase sequential 
mixed-methods research design. 
 

Data Collection and Analysis: Phase 1 involved surveys with 
evaluators, and descriptive statistics (e.g., frequencies and 
percentages) were calculated for the survey items. Phase 2 
included interviews with a sample of evaluators from Phase 1. 
The interviews were analyzed for common factors.  
 
Findings: In Phase 1, 41 respondents (53.9%) indicated not 
using EE to evaluate programs involving youth, 30 (39.5%) had 
used EE, and 5 (6.6%) were unsure. Those who used EE did so 
to teach youth program stakeholders about evaluation (n = 8, 
24.2%), produce more authentic results by engaging youth as 
experts of their lived experience (n = 7, 21.2%), or produce 
more useful results for stakeholders to use (n = 6, 18.2%), as 
well as other less popular reasons. In Phase 2, twelve 
interviewees raised five factors that facilitate or hinder the 
use of EE to evaluate programs involving youth. These factors 
included evaluators’ perceptions, evaluators’ evaluation 
experience, evaluators’ knowledge and professional training, 
guidelines from organizations and funders, and stakeholders’ 
availability. Factors that some interviewees viewed as 
facilitators of EE, others viewed as hindrances. 
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Introduction 
 
Empowerment Evaluation (EE) is a collaborative 
approach that involves stakeholders in evaluation 
through a set of structured steps. The main goal of 
EE is to build program beneficiaries’ self-
determination and empower them throughout the 
evaluation process (Cousins & Whitmore, 1998; 
Fetterman, 2001). It also aims to teach program 
beneficiaries how to conduct their own 
evaluations. In EE, evaluators act as facilitators to 
assist program stakeholders, which could include 
program beneficiaries, in designing and 
implementing program evaluations (Fetterman, 
1994). Moreover, they teach stakeholders how to 
use evaluation processes and results to enact 
transformative program changes (Fetterman, 
1994; Fetterman & Wandersman, 2005; Moreau & 
Cousins, 2012).  

Given the emphasis that EE places on the 
inclusivity of stakeholders, it appears to be a good 
fit for evaluating programs that involve youth. 
According to Langhout and Fernandez (2015), 
evaluators can use EE to value and respect youth’s 
perspectives and allow them to act as equal 
partners in evaluation decision-making processes 
(Beresford, 2000; Fox & Cater, 2011). In such 
instances, youth have access to evaluators who are 
designated critical friends, which means they 
provide evaluation support to stakeholders 
involved in the EE (Fetterman & Wandersman, 
2005; Langhout & Fernandez, 2015; Moreau & 
Cousins, 2012). In theory, through EE, youth can 
experience illumination (i.e., revealing or 
enlightening experiences where new knowledge or 
new possibilities about roles, structures, and 
programs become apparent/available) and 
liberation (i.e., an emancipatory force or freedom 
from pre-existing roles and constraints, and new 
conceptualizations of oneself and others) 
(Fetterman, 1994, 2001). This is because EE can 
emphasize the development of youth leadership 
and critical thinking skills, which can aid youth in 
challenging traditional (and possibly limiting) 
roles ascribed to them (Flores, 2007; Fox & Cater, 
2011). Cumulatively, this evaluative responsibility 
can build agency for youth as they gain the “ability 
to create knowledge about the issues and programs 
that affect their lives” (Zeller-Berkman et al., 2015, 
p. 25). That is, the information youth obtain by 
assisting in the design, implementation, and use of 
evaluation findings can foster feelings of control 
and self-efficacy, which may help them to cope 
better in stressful situations. 

Scholars have questioned the utility of EE 
generally and identified issues associated with the 

use of EE to evaluate programs involving youth. 
Miller and Campbell (2006) and Cousins (2005) 
have questioned whether EE is actually different 
from other collaborative and participatory 
evaluation approaches. As an approach, it may 
also pose several challenges when used to evaluate 
programs involving youth. First, evaluators may 
need to provide a lot of guidance and training to 
youth throughout the EE, which may detract from 
the youth’s sense of independence and 
empowerment. Evaluators may also need to break 
apart the EE process and develop youth-
appropriate instructions for completing each step, 
which may be time-consuming and challenging 
(Fox & Cater, 2011). Moreover, while youth need 
latitude to try out the EE steps, some youth may 
feel vulnerable trying out the steps or sharing their 
ideas in front of peers and adults (Fetterman, 
1994, 2001; Fetterman & Wandersman, 2005). 
While EE can encourage youth to embrace 
transformative social justice and participate in 
training, facilitation, advocacy, illumination, and 
liberation exercises, the extensiveness of this 
involvement may be burdensome or uninteresting 
to some youth (Fetterman, 2001). In one example 
detailed by Langhout and Fernandez (2015), youth 
who were part of the EE learned about challenges 
present in their school and fixing those issues 
became an additional hurdle for the youth to 
overcome. This example illuminates the fact that 
youth may not always feel empowered by their 
participation in EE (Miller & Campbell, 2006; 
Patton, 2005). 

Given the above-mentioned potential benefits 
and challenges of using EE to evaluate programs 
involving youth, our study aimed to explore the 
extent to which evaluators use EE to evaluate 
programs involving youth, as well as what factor(s) 
facilitate and hinder their use of EE in these 
programs. The following research questions, as 
they related to the use of EE, guided this two-
phase study:  
1.  Phase 1: To what extent do evaluators use EE 

to evaluate programs involving youth? 
2.  Phase 2: What factor(s) facilitate and hinder 

the use of EE to evaluate programs involving 
youth? 

 
Methods 
 
Study Design 
 
The study used a two-phase sequential mixed-
methods design. Phase 1 comprised quantitative 
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survey data from evaluators associated with the 
American Evaluation Association (AEA)1 who have 
an interest in collaborative, participatory, and 
empowerment evaluation or youth-focused 
evaluation. The authors collected both quantitative 
and qualitative (i.e., mixed methods) data 
sequentially from evaluators in order to describe 
their use of EE to evaluate programs targeting 
youth (Creswell, 2014). The authors used the 
findings from Phase 1 to inform the development 
of participant-level questions and to identify 
participants for Phase 2. Phase 2 included 
qualitative interviews with selected evaluators. 
Findings from the survey informed the qualitative 
interview protocol that was used to collect data 
through semi-structured interviews with a selected 
group of evaluators (Seidman, 2013). To establish 
trustworthiness, the authors focused on the 
concepts of credibility (i.e., confidence) and 
confirmability (i.e., degree of neutrality) put forth 
by Lincoln and Guba (1985). The authors 
triangulated the survey and interview results to 
build credibility and demonstrate confirmability 
(Creswell & Plano Clark, 2011; Doyle et al., 2009). 
Ethics approval was obtained for both Phase 1 and 
Phase 2 from the University of Ottawa (File 
number S-05-18-663). 
 
Phase 1: Survey  
 
Sample. This study focused on evaluators from 
two AEA TIGs, namely (a) Collaborative, 
Participatory and Empowerment Evaluation and 
(b) Youth-Focused Evaluation. At the time of the 
study, there were approximately 746 members in 
the Collaborative, Participatory and 
Empowerment Evaluation TIG and approximately 
314 members in the Youth-Focused Evaluation 
TIG (AEA, 2019). Criterion-based sampling 
(Patton, 2015) allowed the researchers to identify 
and recruit evaluators who met the criterion of 
evaluating programs targeting youth. Any 
evaluator who was using EE or had used it at some 
point in their career was eligible for the study. 
Email addresses of members were obtained from 
the AEA Research Working Group. At the time of 
the study, the AEA Research Working Group 
provided the authors with access to the full 
mailing lists of the TIGs. 
 

	
1 A professional association for evaluators who join 
voluntarily and pay membership dues to access 
association services and resources, and attend an annual 
conference. The AEA includes members from North 
America as well as other continents. 

Instrument Development. The survey tool draws 
from our literature review and from the surveys 
used by other evaluation scholars to ask evaluators 
to describe their evaluation experiences (for 
example, Cousins et al., 1995; Sheldon, 2016). The 
survey comprised 25 questions, including 
screening questions to check eligibility to 
participate in the survey, demographic questions, 
and follow-up-related questions (See Table A1 in 
the Appendix for the survey specifications). Of the 
25, 2 questions were open-ended, while the other 
23 were closed-ended. Survey questions included 
the response option of “I don’t know” where 
relevant to minimize missing responses (Dillman, 
2011). In Questions 1 through 3, potential 
respondents confirmed their eligibility for the 
study by indicating that they did in fact evaluate 
programs that involve youth. The survey was built 
in SurveyMonkey and hosted on a Canadian server 
to ensure survey data were stored in Canada and 
therefore subject only to Canadian privacy laws. 
The survey was piloted with two evaluation 
colleagues to ensure that it was clearly written and 
not missing any relevant questions (Lancaster et 
al., 2004). 
 
Data Collection Procedures. One researcher 
emailed the information letter and the survey link 
to the potential respondents. Following Dillman’s 
(2011) tailored design method, the researcher sent 
respondents the survey link by email three times, 
including an initial request, a reminder at two 
weeks, and a final reminder at four weeks from the 
initial request. Respondents were given the option 
to skip any questions that they did not wish to 
answer, which resulted in a different number of 
respondents for each survey question (See Table 
A3 in the Appendix for the number of respondents 
for each question). A total of 108 members 
completed the survey, constituting a response rate 
of 13.8%.2 
 
Data Analysis. Descriptive statistics (e.g., 
frequencies and percentages) were calculated for 
the survey items using Statistical Package for the 
Social Sciences (SPSS) version 25. Additionally, a 

	
2 AEA supplied a list of 746 emails for the Collaborative, 
Participatory and Empowerment Evaluation TIG and 
314 emails for the Youth-Focused Evaluation TIG. When 
those two lists were combined, 172 emails appeared on 
both TIG email lists. The duplicate emails were 
removed, resulting in 888 unique email addresses. After 
888 unique emails were sent, 103 were returned as 
undeliverable or with “out of the office” messages, 
resulting in 785 functioning email addresses and thus, 
the potential respondent group for the Phase 1 survey. 
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content analysis was conducted to analyze the two 
open-ended survey questions. First, one researcher 
read the responses for each open-ended question, 
created a list of reoccurring themes, and re-read 
the responses and grouped them by the identified 
themes. The researcher counted the number of 
responses within each thematic group and 
calculated counts and percentages for each (Berg, 
2008). 
 
Phase 2: Interviews 
 
Sample. The study used criterion-based sampling 
(Patton, 2015) to identify and recruit evaluators 
who completed the survey in Phase 1. One 
researcher contacted the 36 respondents who 
indicated interest in participating in an interview, 
provided their email addresses, and indicated 
whether they did or did not use EE to evaluate 
programs that involve youth. Of these 36 
respondents, 12 (33.3%) replied to our email and 
agreed to participate in an interview.  
 
Instrument Development. Findings from Phase 1 
of the study were used to design the semi-
structured interview guides for Phase 2. Separate 
guides were created for respondents who indicated 
they used EE to evaluate programs involving youth 
and for those who indicated they did not. Each 
guide began with an introductory script and 
consisted of open-ended questions, including 
additional probes to allow for expansion. The 
guide for those who had used EE included 16 
questions, while the guide for those who had not 
used EE included 5 questions (See Table A2 in the 
Appendix for the interview guide specifications). 
The guides were piloted with two evaluation 
colleagues to ensure that they were clearly worded 
and were not missing any relevant questions or 
probes (Seidman, 2013). 
 
Data Collection Procedures. One researcher 
emailed the selected evaluators. The email 
included the letter of information and consent 
form. All interviews occurred by Skype or 
FaceTime and lasted approximately one hour. 
With the permission of the interviewee, each 
interview was audio-recorded and transcribed 
verbatim by one researcher. 
 
Data Analysis. The interview data analysis was 
informed by Miles and colleagues’ (2020) 
systematic and iterative approach to generating 
meaning from data and testing and confirming 
findings. The study used NVivo software 
(https://www.qsrinternational.com/nvivo-

qualitative-data-analysis-software/home) to track 
and record the analytic and interpretive process 
(Varpio et al., 2016). The researcher who coded the 
data started with “an a priori list of researcher-
generated codes” based on the questions asked in 
the interview guides about context, stakeholder 
characteristics, organization characteristics, 
evaluator characteristics, evaluation resources, 
external factors, and other factors (Miles et al., 
2020, p. 69). Subsequently, one researcher read 
through each transcript three times and then 
added notations about passages in the transcripts 
that were related to the codes. Next, both 
researchers together revised the a priori list; 
grouped the codes into a smaller number of 
themes; and transferred the themes, codes, and 
representative quotations to a data analysis 
matrix. Initial findings were drafted by reviewing 
the matrix to develop explanations for the 
relationships between the codes and generate 
categories and themes. Both researchers identified 
exemplar quotes (Miles et al., 2020) to be included 
in the findings section of this paper, and each 
interviewee was assigned a pseudonym made up of 
the letter “E” for evaluator and a number 
according to the order in which the interview 
occurred (e.g., E1, E2, etc.). 
 
Findings  
 
Phase 1: Survey 
 
Demographics. Among the respondents who 
replied to the survey, 67 (62.0%) completed the 
demographic section. Of the 67 respondents to the 
demographic section, over half (n = 36, 53.7%) had 
worked as evaluators for 11 years or more, while 16 
(23.9%) had 6 to 10 years of experience and 15 
(22.4%) had worked as evaluators for 1 to 5 years. 
Respondents worked in a variety of areas, 
including education (25.4%), health (23.9%), 
multi-disciplinary organizations (20.9%), social 
research (19.4%), and various other disciplines 
(10.4%). Of the 108 respondents who participated 
in the survey, 84 (77.8%) had evaluated programs 
involving youth, while 24 (22.2%) had not. Of the 
84 respondents who noted that they had evaluated 
programs involving youth, 76 (90.4% of those 
evaluating programs involving youth, or 70.3% 
overall) provided information about how many 
programs involving youth they evaluated 
throughout their career (depicted in Table 1). Of 
the 84 respondents who noted that they had 
evaluated programs involving youth, 75 (89.3%) 
indicated the number of programs involving youth 
that they had evaluated over the past year. In the 
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past year (i.e., from October 2017 to October 
2018), respondents had evaluated between zero (n 
= 10, 13.3%) and 12 programs (n = 2, 2.7%) 
involving youth. On average, respondents had 

evaluated nine programs involving youth during 
the past year. 
 

 
Table 1. Number of Programs Involving Youth Evaluated by Survey Respondents 
 

Number of programs evaluated involving youth n    % 
1 – 3 programs 15 19.7 
4 – 6 programs 12 15.8 
7 – 9 programs 11 14.5 
10 – 12 programs 7 9.2 
13 – 15 programs 6 7.9 
16 or more programs 25 32.9 
 
 
Extent of Use of EE for Youth Programs. Of the 84 
respondents who noted that they had evaluated 
programs involving youth, 76 (90.5%) answered 
the question about their use of EE. Specifically, 
over half of respondents (n = 41, 53.9%) indicated 
not having used EE to evaluate programs involving 
youth, 30 (39.5%) had used EE to evaluate 
programs involving youth, and 5 (6.6%) were 
unsure as to whether they had or had not used EE 
to evaluate programs involving youth.  

 Respondents who said that they used EE to 
evaluate programs involving youth or said that 
they were unsure as to whether they used EE to 
evaluate programs involving youth were asked why 
they used EE. Of the 35 respondents who could 
have answered this open-ended question, 33 
provided responses. As shown in Table 2, 
respondents to this open-ended question used EE 
to evaluate programs targeting youth for a variety 
of reasons. 
 

Table 2. Reasons Why Survey Respondents Used EE to Evaluate Programs Targeting Youth 
 

Reasons why EE was used n    % 
EE teaches youth program stakeholders about evaluation. 8  24.2 

EE produces more authentic results by engaging youth as experts of their lived 
experience. 

7  21.2 

EE produces more useful results for stakeholders to implement. 6  18.2 

EE aligns with the empowerment and leadership goals of the program evaluated. 4  12.1 

EE fully engages program stakeholders in evaluation. 4  12.1 

EE helps program stakeholders define the value and utility of their program. 2  6.1 

EE helps to earn youth buy-in for evaluation. 1  3.0 

EE is in job title. 1  3.0 

Note. Percentages do not total to 100 due to rounding. 
 
 
 In terms of what evaluators’ EE activities 
involved and how they involved stakeholders in 
the EE, respondents reported stakeholders being 

involved to varying degrees in different evaluation 
activities, as depicted in Table 3. 
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Table 3. Evaluators’ Perceptions about the Extent to Which Stakeholders Were Involved in Particular EE 
Activities  
 

Evaluation activities Level of involvement 
most frequently 

reported 

% of 
respondents 

Incorporate evidence about their program/project into 
program/project decision-making 

To a great extent 73.9 

Identify credible evidence to collect to assess their ability to achieve 
program/project goals  

To a great extent 62.5 

Collect their own evidence about their program/project To a great extent 58.3 

Review program/project goals for the future To a great extent 58.3 

Plan program/project goals/benchmarks for the future  To a great extent 56.0 

Identify strategies to achieve program/project goals  To a great extent 54.2 

Determine the technical knowledge and capacities to collect and 
analyze evidence of their ability to achieve program/project goals  

To a great extent 54.2 

Document the current state of their program/project  To a great extent 45.8 

Re-assess the current state of their program/project for comparison 
against a baseline 

To a great extent 41.7 

Determine strategies to continually collect evidence to assess their 
ability to achieve program/project goals  

A moderate to great 
extent 

45.8 

Assess the current state of their program/project to establish a 
baseline  

A moderate to great 
extent 

41.7 

Receive training on research methods, including data collection and 
analysis 

To a moderate extent 41.7 

Receive training on conducting evaluations To a moderate extent 37.5 

Establish a mission statement for their program/project To a small extent 37.5 

Note. The percentage column’s sum is greater than 100 because respondents provided a level of 
involvement for each activity.  
 
 
 All 84 respondents who noted that they had 
evaluated programs involving youth were asked 
about their confidence in using EE to evaluate 

programs targeting youth. These frequencies are 
depicted in Table 4. 
 

 
Table 4. Evaluators’ Confidence Using EE  
 

Level of confidence n            % 
Very confident 10 13.3 
Confident 15 20.0 
Somewhat confident 16 21.3 
A little confident 21 28.0 
Not confident at all 13 17.3 
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 Of these 84 respondents, 74 responded, 
describing their level of training in EE. The 
majority (n = 51, 68.9%) of respondents had not 
been trained in EE, while 21 (28.4%) indicated 
that they had received training, and 2 (2.7%) were 
unsure. Of these 84 respondents, 75 indicated 
their understanding of EE. Close to 30% (n = 22, 
29.3%) of respondents rated their understanding 
of EE at the “advanced beginner” level. The 
remaining respondents rated their understanding 
level as “proficient” (n = 17, 22.7%), “novice” (n = 
15, 20.0%), “competent” (n = 15, 20.0%), or 
“expert” (n = 5, 6.7%), and 1 respondent (1.3%) 
was unsure of their rating. Of the 84 respondents, 
74 indicated their experience conducting research 
on EE. Over half of respondents (n = 47, 63.5%) 
had not conducted research on EE, 25 (33.8%) 

said they had, and 2 (2.7%) were unsure if they 
had or had not conducted research on EE. 
The 41 respondents who noted that they did not 
use EE to evaluate programs involving youth were 
asked why they did not use EE and which 
evaluation approaches they used to evaluate 
programs involving youth. As depicted in Table 5, 
respondents did not use EE to evaluate programs 
targeting youth for a variety of reasons. More than 
half of respondents (n = 23, 56.1%) listed using 
either practical participatory evaluation or 
stakeholder-based evaluation to evaluate 
programs targeting youth, and 18 respondents 
(43.9%) listed either developmental evaluation or 
school-based evaluation (see Table 6 for other, less 
frequent responses). 

 
Table 5. Reasons Provided by Survey Respondents for Not Using EE to Evaluate Programs Targeting 
Youth 
 

Reasons for not using EE to evaluate programs involving youth n           % 
Lack of stakeholder interest 18  43.9 
Lack of training and instruction in EE 18  43.9 
Lack of clarity around EE 17 41.5 
Limited time 16  39.0 
Limited funds  14  34.1 
Not aligned with evaluation objectives 14  34.1 
Not aligned with program context  10  24.4 
Never considered it an option 8  19.5 
Evaluation client not interested 2  4.9 
Lack of influence over evaluation design 2  4.9 
Difficulty involving youth in empowerment process 1  2.4 
I don’t know. 1  2.4 
Institutional review board restrictions 1  2.4 
The formal application of EE would have little benefit beyond what is currently 

being used. 
1  2.4 

Youth are young, so unclear how it would work. 1  2.4 
Note. The percentage column’s sum is greater than 100 because respondents could select more than one 
response.  
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Table 6. Approaches Used by Survey Respondents to Evaluate Programs Targeting Youth  
 

Approaches used to evaluate programs involving youth n          % 
Practical participatory evaluation 23  56.1 
Stakeholder-based evaluation 23  56.1 
Developmental evaluation 18  43.9 
School-based evaluation 18  43.9 
Theory-driven evaluation 4  9.8 
Transformative participatory evaluation 4  9.8 
Democratic evaluation 2  4.9 
I don’t know. 2  4.9 
Utilization-focused evaluation 2  4.9 
Active evaluation 1  2.4 
General participatory evaluation (not T-PE or P-PE)  1  2.4 
Realist evaluation 1  2.4 
Whatever suits client 1  2.4 
Note. The percentage column’s sum is greater than 100 because respondents could select more than one 
response.  
 
 
Phase 2: Interviews 
 
Demographics. Of the 84 respondents who 
completed the Phase 1 survey and indicated that 
they evaluate programs involving youth, 36 
(42.9%) agreed to be contacted about participating 
in an interview. Among the 36 individuals who 
agreed to be contacted to participate in an 
interview, 12 consented to be interviewed. Half of 
the interviewees (n = 6) indicated they had used 
EE to evaluate programs involving youth, while 
the other half (n = 6) had not. At the time of the 
interview, nine (75.0%) interviewees resided in the 
United States, two (16.7%) resided in Canada, and 
one (8.3%) resided in a European country. All 
interviewees were employed as full-time 
evaluators. Eight interviewees (66.7%) held senior 
evaluation positions with 10 to 22 years of 
evaluation experience, two interviewees held mid-
level positions with 4 to 5 years of experience, and 
two interviewees classified themselves as junior 
evaluators with 1 to 2 years of evaluation 
experience. Half of the interviewees (n = 6) 
worked as internal evaluators at non-
governmental organizations, while the other half 
(n = 6) were self-employed as evaluation 
consultants.  
 
Factor(s) Facilitating or Hindering Use of EE for 
Youth Programs. The sections that follow describe 
the factors that the interviewees believed 
facilitated or hindered the use of EE for evaluating 
programs involving youth: (a) evaluator’s 
perceptions, (b) type of evaluation experience, (c) 
evaluator’s knowledge and professional training, 

(d) guidelines from organizations and funders, and 
(e) stakeholders’ availability. Factors that some 
interviewees viewed as facilitators, others viewed 
as hindrances.  
 
Evaluator’s Perceptions. Interviewees viewed their 
perceptions as evaluators as either facilitating or 
hindering their use of EE to evaluate programs 
involving youth. Interviewees who indicated they 
use EE for programs involving youth described 
how their positive perceptions toward EE 
facilitated their use. These interviewees believe 
that EE allows for ongoing feedback from 
stakeholders in evaluation processes and provides 
organizations with important information that 
they can use to improve their programs. E1 noted 
that “EE provides immediate feedback that 
[organizations] can use for daily decision making,” 
which E2 described as “pretty important to 
understanding the important changes 
[organizations] should make to programming.” 
Interviewees also commented on how EE can build 
evaluation capacity and empower stakeholders. E5 
remarked that evaluators can “build stakeholders’ 
capacity to do and use evaluation through the EE 
process,” and E1 noted that the enhanced capacity 
enables stakeholders to “go on and continue 
evaluating when [the evaluation] finishes.” 
Through the EE process, these interviewees 
believe that they can “make sure [stakeholders’] 
orientation to evaluation is productive, 
enthusiastic, and excit[ing]” (E10). One 
interviewee explained that “EE empowers people” 
by emphasizing stakeholder feedback:  
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EE empowers people because it is related to 
conversations about vulnerable populations, 
inclusiveness, and disparities. Like there are 
these groups that are really impacted by these 
problems and EE comes at that problem by 
asking, ‘how are we going to understand them 
better,’ by asking them. (E11) 
These interviewees reflected that they felt 

connected to EE through their own “essential 
beliefs and values about people and society” (E6), 
and that they felt an “ethical and moral 
responsibility to conduct EE” (E2). They discussed 
how EE meets their “personal desire” to contribute 
to society: “I use EE because I have a personal 
desire to leave the client with tools for when the 
evaluation ends… to be able to be reflective for 
their project themselves” (E1). As another 
interviewee noted:  

When you’re an empowerment evaluator, 
you’re really out there for the social justice 
piece, and I made my way to EE because the 
more I refined what I want out of my life, the 
more I had a personal desire to do EE. (E4) 
Moreover, these interviewees perceive EE as 

an opportunity to cocreate and collaboratively 
conduct program evaluation alongside 
stakeholders. They believe that “the more involved 
[evaluators] can get stakeholders in the process, 
the better [the evaluation] product and processes 
will be” (E6). These interviewees disclosed that 
they view “stakeholders as capable to evaluate and 
judge their own performance” (E7) and that they 
involve stakeholders in evaluation because of their 
unique expertise. As one interviewee said, “I 
involve stakeholders because they are the ones 
that know what they need; I’m just making stuff up 
in my office” (E10).   

However, other interviewees who indicated 
that they do not use EE flagged that their prior 
preconceived negative perceptions toward EE 
hinder their use of it to evaluate programs 
involving youth. They discussed perceiving EE as 
not useful to the majority of clients, who want to 
prove that their anticipated outcomes are 
achieved. These interviewees suggested that most 
of the clients they interact with have “an exclusive 
focus on measuring outcomes” (E9) or collecting 
data on “the bottom line” (E12), and that “EE can’t 
really tell you if changes actually took place” (E3). 
Interviewees also said that they perceive EE to be a 
biased form of evaluation (i.e., overly positive or 
negative) due to the involvement of stakeholders 
in the evaluation and the potential for that 
involvement to sway the evaluation, thus 
hindering evaluators from using it. As one 
interviewee explained, “most organizations want 
the evaluation and evaluator to be at arm’s length 

away from the organization, so that the evaluation 
is seen as unbiased and external and separate from 
the people and work of the organization” (E9). In 
addition, they noted that they think busy 
stakeholders “don’t want to be involved in an EE” 
(E8). These interviewees said that they perceive 
that the stakeholders are not interested in deep 
involvement in the evaluation, and instead prefer 
to hire an external/third-party evaluator to 
conduct the evaluation on their own. One 
interviewee described the desire of organizations 
to hire “a standard external evaluator that’s very 
hands-off to outsource the whole evaluation, 
because the organization has a lot on their plate, 
so they want someone who’s going to do the job 
and get it off their list” (E3). Overall, interviewees 
appeared to be influenced to use EE or not use EE 
due to their positive or negative perceptions of EE.  
 
Type of Evaluation Experience. The interviewees 
reflected a similar pattern based on interviewees’ 
type of evaluation experience. Interviewees viewed 
their own and their colleagues’ previous evaluation 
experience as a factor in deciding whether or not 
to use EE. Interviewees commented that their past 
work involved supporting stakeholders in the 
design and delivery of evaluations, which allowed 
them to develop facilitation and interpersonal 
skills (e.g., communication, negotiation, judgment, 
tact, etc.). These interviewees highlighted how 
their previous evaluation experience facilitates 
their use of EE. They said that strong interpersonal 
and facilitation skills are essential for conducting 
EE. These interviewees explained that 
interpersonal skills are important for EE to “get at 
the populations that are being served, and getting 
people involved in the evaluation” (E10). They 
explained that facilitation skills are important to 
allow the EE evaluator “to be comfortable enough 
to be a critical friend; meaning they are reflective 
and make suggestions based on reflections along 
the way” (E8). They also described an EE evaluator 
as “someone who has been a ‘jack of all trades’ and 
knows how to be whatever the group needs [them] 
to be” (E1).  

Conversely, other interviewees stressed how 
their previous experiences as evaluators hindered 
their abilities to use EE. Interviewees said that 
their past evaluation experience involved working 
independently in the collection, analysis, and 
dissemination of evaluation findings, rather than 
working collaboratively. As one interviewee noted, 
“Not everyone is qualified to be an empowerment 
evaluator. Being an empowerment evaluator 
means moving from a third-party external 
evaluator who’s in control to an ally who is able to 
support others in their fight where they need 
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support” (E4). These interviewees further stated 
that they have seen their colleagues involve 
stakeholders as data sources in evaluation, but 
that these stakeholders were not involved to the 
extent that EE requires. Another interviewee 
explained that limited contact with stakeholders 
hinders EE: “I find EE doesn’t work well if you’re 
not planning on having many touchpoints with 
your stakeholders… so communication skills and 
talking to people and being able to say ‘What do 
you think?’ really matters” (E1). In summary, 
interviewees’ past experience conducting EE, or 
the absence of that experience, appeared to have 
an impact on their use of EE.  
 
Evaluator’s Knowledge and Professional 
Training. Similarly, interviewees viewed their own 
and their colleagues’ knowledge and professional 
training as a factor in deciding whether or not to 
use EE. Interviewees who use EE to evaluate 
programs involving youth disclosed that they 
learned about EE from university-instructed 
courses, by “work[ing] with another evaluator who 
was familiar with EE” (E2), or by attending an 
AEA-sponsored EE talk. However, interviewees 
who do not use EE viewed their lack of knowledge 
and professional training on EE as a hindrance to 
using it to evaluate programs involving youth. 
These interviewees shared the perception that 
“most people don’t know about EE” (E12) and 
explained that they, as evaluators, would be 
hesitant to use an unfamiliar evaluation approach. 
One interviewee remarked, “If an evaluator doesn’t 
know about EE, why would they ever use it in an 
evaluation? You’d just look incompetent” (E9). 
Interviewees noted, for example, knowing very 
little about what EE is, how it differs from other 
evaluation approaches, what’s so empowering 
about it, when it is appropriate and not 
appropriate to use, the skills they would need to 
carry out such an evaluation, and how to do so. 
Several interviewees also observed that EE is a 
more specialized approach, so knowledge of how it 
works is limited to those who have specifically 
sought out information and training on it. In 
speaking about their lack of knowledge, one 
interviewee attributed this insight to an absence of 
exposure “to anything on EE” (E3). These 
interviewees noted that “EE requires specialized 
knowledge and training that not every evaluator 
would have, meaning that [EE is] not something 
you can just throw on someone to do” (E8). 
Interviewees argued that they would only use EE if 
they felt they had enough information on how to 
conduct an EE from a combination of training and 
first-hand experience.  
 

Guidelines from Organizations and Funders. 
Interviewees viewed guidelines from organizations 
and funders as a factor in deciding whether or not 
to use EE. Interviewees noted that organizations 
and funders facilitate their use of EE by making it 
a requirement or by leaving the choice of the 
evaluation approach to the evaluator. These 
interviewees listed examples of organizations or 
funders promoting the use of EE “as a type of 
evaluation that is philosophically congruent with 
inclusiveness and equality-building” (E4). They 
cited using EE in circumstances where “the funds 
dedicated to the evaluation explicitly require the 
use of EE” (E2), or when the evaluator contract 
was posted “under the title of empowerment 
evaluator” (E7). They expressed that the guidelines 
requesting the use of EE or requests from 
organizations and funders to focus on stakeholders 
in the evaluation led them to select an EE 
approach. These interviewees described using EE 
in response to organizational and funder demands 
that the evaluation “involve and empower 
stakeholders” (E10), “build stakeholder capacity” 
(E6), or “respect that underserved populations 
have a voice and are experts in their own lives” 
(E5). One interviewee explained how organization 
requests to “listen to and involve” stakeholders led 
to their use of EE for the first-time: “I first used EE 
because the organizational contact we worked with 
was one of those superintendents that was 
consistently looking for ways to listen to and 
involve the students and families they served” 
(E1). These interviewees further commented on 
how a lack of any guidelines had also led them to 
use EE for the evaluation of programs involving 
youth, even if it was not mandatory.  

Conversely, interviewees mentioned that 
organizations and funders hindered their use of 
EE to evaluate programs involving youth by 
restricting them to specific evaluation approaches 
other than EE. As one interviewee explained: 

I would have liked to use EE in my last 
evaluation, but [the organization is] funded by 
the federal government and they had a 
mandate for specific data elements that we 
had to collect, so that structure [for the 
evaluation] was set even before [the 
evaluation] got to us. (E2) 

 Interviewees commented that they treated 
organization and funder requirements as 
mandatory and did not stray from the approaches 
requested by these groups. One interviewee 
expressed concern about departing from the 
organization or funder’s terms of reference (i.e., 
guidelines) for the evaluation, “[the evaluation 
approach is] whatever the client wants, and 
sometimes that leaves me with little to no choice in 
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how to structure the evaluation, but those terms 
must be followed, or I’ve violated my agreement” 
(E12). These interviewees also stated that they 
were excluded from using EE if the client desired 
that the evaluation focus on demonstrating 
outcomes. As one interviewee stated, “In all of 
those [evaluations], a theory-based approach was 
used because the client wanted to demonstrate to 
the funder accountability and if they didn’t get to 
the outcomes, why did that happen” (E3). 
Evaluators reported feeling it was necessary to 
follow these requirements set forth by funders and 
organizations. 
 
Stakeholders’ Availability. Interviewees viewed 
stakeholders and time as either facilitators or 
hindrances to using EE to evaluate programs 
involving youth. Interviewees who use EE 
discussed stakeholders and their time allotted for 
the evaluation as a factor that facilitates the use of 
EE to evaluate programs involving youth. They 
focused on the amount of time available to recruit, 
coordinate, and involve stakeholders for the EE 
and the willingness of stakeholders to assume such 
responsibilities. As one interviewee explained, 
“Think of it like you’re doing a lot of back-and-
forth between people, so there’s a lot of 
coordination that’s needed; and so, you have to 
consider the fact that everything is going to take 
longer” (E2). Interviewees who use EE explained 
how they would ask project managers and 
organizational executive directors to coordinate 
the EE sessions by identifying the appropriate 
stakeholders who needed to attend, preparing 
those stakeholders, and then handling the logistics 
of getting groups of stakeholders to the various EE 
sessions. They suggested that this coordination 
function facilitated the use of EE to evaluate 
programs involving youth by getting stakeholders 
to the EE and encouraging their participation in 
the EE. These interviewees viewed EE “as an 
investment that requires time and support to do it 
right” (E7). They commented that they would not 
use EE if the evaluation had “limited support staff 
and a tight timeline” (E10). These interviewees 
believe EE requires “more dedicated time and staff 
because you’re not only doing the evaluation, but 
you’re trying to build in capacity to do it in a way 
that requires teaching people things” (E4). 
 However, interviewees who do not use EE to 
evaluate programs involving youth believed that 
the lack of dedicated stakeholders and time 
hindered their use of EE. These interviewees 
detailed their lack of access to stakeholders who 
would carry out coordination tasks, or their lack of 
time to use EE to evaluate programs involving 
youth. They discussed the tight timelines of their 

evaluation contracts’ hindering their use of EE. 
These interviewees also commented that in the 
organizations that they have worked there is 
nobody who can assume responsibility for 
coordinating the EE. They explained that busy 
project managers and executive directors do not 
have time to coordinate participants for an EE, 
and thus it would be unrealistic to assign such 
stakeholders the task. As one interviewee 
observed, “It’s a tough job in the short run selling 
[EE] to overworked teachers and administrators 
who are focused on providing mainly 
administrative data to funders to prove how 
they’re spending their time” (E9). These 
interviewees commented on how the organizations 
and funders they interact with are focused on “just 
getting finished a deliverable like an evaluation 
plan or a report, and so there’s not capacity or time 
for an EE to be done” (E12). 
 
Discussion 
 
This study explored the use of EE to evaluate 
programs involving youth and the facilitators and 
hindrances of  the use of EE to evaluate programs 
involving youth. The majority of Phase 1 
respondents indicated that they did not use EE to 
evaluate programs involving youth. This lack of 
use aligns with, and may be driven in part by, the 
lack of published material on the use of EE with 
youth. Fetterman (2001) first introduced EE 
approximately 20 years ago, yet few researchers 
have published works on the use of EE with youth 
since its introduction (see Langhout and 
Fernandez, 2015, for one example of such a 
published work). This lack of peer-reviewed work 
does not bode well for the use of EE as a way of 
evaluating programs involving youth. For instance, 
evaluators may look to previously published 
examples and articles to understand whether EE is 
appropriate and feasible before using it to evaluate 
their programs (Mark, 2008; Smith, 1993). In 
contrast, there are numerous publications on the 
use of EE to involve adult stakeholders in program 
evaluation (see for example the edited collections 
by Fetterman & Wandersman, 2005; Fetterman et 
al., 2018). Without relevant published material, 
evaluators may have difficulty acquiring the 
knowledge and confidence to conduct EE to 
evaluate programs involving youth.  

Indeed, most evaluators in this study 
perceived their level of knowledge on EE as only 
“advanced beginner.” They also noted only “a little 
confidence” in their EE abilities. Moreover, 
evaluators in Phase 2 commented on their lack of 
knowledge about EE as a hindrance to using it to 
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evaluate programs involving youth. They noted 
that they would not use an evaluation approach 
that they did not know, suggesting that their 
knowledge directly related to their confidence in 
using an approach. Those who did feel 
knowledgeable linked this feeling to the formal 
training they had received in EE, suggesting that 
knowledge of and confidence in using EE could be 
improved through increased instruction in EE by 
professional associations and educational 
institutions that train evaluators. However, the 
work of some evaluation scholars also suggests 
that a lack of knowledge about EE may not be 
solved through additional training, because 

understanding what is EE is, is complex, and 
because the concept of EE lacks conceptual clarity 
(Cousins, 2005; Miller & Campbell, 2006). 
 According to the EE literature and those who 
have studied it, there appear to be different ways 
of defining and practicing EE. Fetterman and 
Wandersman (2005) argue that EE has 10 central 
principles that distinguish it from other forms of 
collaborative and participatory evaluation in 
theory and practice. Table 7 shows the principles 
identified by Fetterman and Wandersman (2005) 
and a description of each principle. 
 

 
Table 7. Empowerment Evaluation Principles  
 

Principle Description 
Improvement Build on substantive and relevant issues 

Community ownership Values and facilitates community control 

Inclusion All contributions are welcome 

Democratic participation Open and fair decision-making 

Social justice Evaluation is useful to address social inequalities  

Community knowledge Respects and values community knowledge 

Evidence-based strategies Respects and uses knowledge base of scholars  

Capacity building Enhances stakeholders’ ability to prepare evaluation and use it to improve 
programming 

Organizational learning Evidence of use of evaluation to build new practices to inform decision-making, 
implement program practices, and help organizations learn from experience 

Accountability Outcomes function within existing policies, standards, measures of accountability 

 
 

However, Miller and Campbell (2006) and 
Cousins (2005) note that these 10 principles are 
indicative of collaborative and participatory 
evaluation in general and are not specific to EE. 
Additionally, the challenge with using theoretical 
principles (as opposed to concrete actions) to 
distinguish evaluation approaches is that 
principles are open to interpretation and 
application. Indeed, in their examination of 
published accounts of EE, Miller and Campbell 
(2006) found wide variation among practitioners’ 
adherence to the EE principles, which they 
attribute to conceptual ambiguity. In contrast, 
Fetterman et al. (2018) perceive that the flexibility 
of these principles is advantageous as it allows 
evaluators to adapt the latter to their local context.  

Fetterman (2001) also argues that EE differs 
from other collaborative and participatory 

approaches in that it necessitates that evaluators 
engage stakeholders in a series of three crucial 
steps: (1) developing a mission, (2) taking stock, 
and (3) planning for the future. Yet, evaluation 
scholars have also published alternative models for 
conducting EE (see for example the Getting To 
Outcomes 10-step model by Wandersman et al., 
2000). Evaluators in our study were never directly 
asked to define EE; however, in Phase 1 evaluators 
told us about the activities that they used to 
involve stakeholders in their empowerment 
evaluations. Evaluators noted they involved 
stakeholders in taking stock (Step 2 of 3) to a 
moderate to great extent and in planning for the 
future (Step 3 of 3) to a great extent, but 
stakeholders were only involved in developing a 
mission (Step 1 of 3) to a small extent. Fetterman 
argues that EE can be distinguished from other 
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collaborative and participatory evaluation 
approaches by use of these three steps, but it 
appears that some steps are used more than others 
and that they may not, in practice, always be used 
as a three-step process. In total, evaluators who 
responded to the survey used 13 different 
evaluation activities to involve stakeholders in EE. 
While some of the activities directly relate to the 
three steps, others are ways of enacting the EE 
principles and may reflect collaborative and 
participatory evaluation approaches in general. 
Therefore, our study would appear to provide 
further support for the work of Miller and 
Campbell (2006) about the wide variation in how 
EE is practiced. The study also highlights ways of 
practicing the EE principles.  

Yet, some of the principles that Fetterman and 
Wandersman (2005) suggest are markers of EE 
also appeared to overlap with the reasons provided 
by evaluators for using EE. In both Phase 1 and 
Phase 2, evaluators noted using EE to teach youth 
program stakeholders about evaluation. This 
reason directly aligns with the principle of capacity 
building, described by EE scholars as enhancing 
stakeholders’ ability to prepare evaluations and 
use evaluations to improve programming. Capacity 
building appears in the general literature on the 
use of participatory and collaborative evaluation 
approaches to evaluate programs involving youth 
(Checkoway & Richards-Schuster, 2003; Flores, 
2007; Fox & Cater, 2011; Moreau & Cousins, 2012; 
Upshur & Barreto-Cortez, 1995; Samuelson et al., 
2013; Zeller-Berkman et al., 2015). In general, 
participatory and collaborative approaches are 
popular with evaluators because, with assistance 
from a trained evaluator, stakeholders are involved 
in the design, implementation, and dissemination 
of evaluations (Moreau & Cousins, 2012; Upshur & 
Barreto-Cortez, 1995). Indeed, “a central premise 
of EE is that programs are more likely to achieve 
desired outcomes if key stakeholders have the 
capacity to conduct and use their own evaluations” 
(Wandersman et al., 2015, p. 646). According to 
the EE literature, EE adds to the capacity-building 
process by providing stakeholders access to an 
evaluator, who is a critical friend with education 
and experience in evaluation to support the 
stakeholders (Fetterman & Wandersman, 2005; 
Langhout & Fernandez, 2015; Moreau & Cousins, 
2012). Evaluators in Phase 2 of the study spoke 
about EE’s effectiveness for building evaluation 
capacity as an important factor in creating their 
positive perception of EE, which encouraged their 
use of EE.  

Capacity building was discussed as a way to 
create positive orientations to evaluation and 
increase the likelihood that evaluation is used in 

the future, and also as a way to empower 
stakeholders. In this way, capacity building is also 
linked to the second popular reason for using EE, 
as reported by the survey respondents of this 
study: to produce more authentic results by 
engaging youth as experts of their lived 
experience. Unlike capacity building, this reason 
doesn’t appear on the EE principles list as an 
explicit principle on its own. Instead, this idea 
seems to connect and relate to the EE principles of 
(a) community ownership (i.e., valuing and 
facilitating community control); (b) inclusion (i.e., 
welcoming all contributions); (c) democratic 
participation (i.e., open and fair decision-making); 
(d) social justice (i.e., evaluation as useful to 
address social inequalities in society); and (e) 
community knowledge (i.e., respect and valuing of 
community knowledge). 

Similarly, in Phase 2, evaluators spoke about 
the ability to build the evaluation capacity of 
program stakeholders, including those in 
vulnerable positions or who are often left out of 
conversations that impact their own lives. 
Empowerment evaluation encourages these 
groups to participate in the evaluation such that 
they are in control of important evaluation 
decisions. This idea is apparent in the 
collaborative and participatory evaluation 
literature more widely, which suggests that the 
consequence of such involvement is that 
evaluation data are grounded in stakeholders’ 
perspectives (Patton, 1997). This grounding 
encourages the collection of unique knowledge 
about programs, including necessary program 
improvements and key areas of inquiry (Moreau & 
Cousins, 2015; Upshur & Barreto-Cortez, 1995). 
Moreover, when such approaches are used to 
evaluate programs involving youth, youth can 
learn about program evaluation and offer unique 
insights about the program from their particular 
point of view as youth program beneficiaries 
(Checkoway & Richards-Schuster, 2003; Zeller-
Berkman et al., 2015). So, collaborative and 
participatory evaluation approaches are 
particularly useful when there is reason to believe 
that a stakeholder group would hold perspectives 
that may differ from the organization’s, funder’s, 
program staff’s, and evaluator’s. As an illustration, 
Zeller-Berkman et al. (2015) discovered that 
“collaboration with youth on an evaluation survey 
brought up issues that would have never come to 
mind for the adult staff members” (p. 28). 
Moreover, such approaches are promising for 
helping service providers identify findings that are 
meaningful from the point of view of youth, and 
for making programs more meaningful for 
disadvantaged youth (e.g., youth with mental 
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health challenges: Bulanda et al., 2013; Chen et al., 
2010; Dold & Chapman, 2012). 

In addition to the benefit of this involvement 
for evaluations, the EE literature on adult 
involvement and the collaborative and 
participatory literature on youth involvement 
speak about the effects of this involvement on a 
program’s intended beneficiaries. This literature 
suggests that those involved in EE experience 
illumination and liberation and develop leadership 
and critical thinking skills (Fetterman, 1994, 2001; 
Flores, 2007; Fox & Cater, 2011). Additionally, the 
information that youth obtain by assisting in the 
design, implementation, and use of evaluation 
findings could foster feelings of control and self-
efficacy (Zeller-Berkman et al., 2015). Youth could 
then take on non-traditional roles (e.g., as co-
evaluators) in their program communities. These 
sentiments were expressed by evaluators in Phase 
2 who spoke about their work as empowerment 
evaluators as contributing to important beliefs and 
values about people and society and social justice 
causes by viewing stakeholders as not only 
capable, but as experts. However, whether youth 
experienced transformation as a result of the EE 
was not addressed in this study. Evaluators in this 
study did mention that the potential for such 
experiences is dependent on the evaluator’s ability 
to access and recruit youth, the organization’s and 
funder’s support for involving stakeholders in the 
evaluation to a significant degree, and the 
stakeholder time and resources allotted for the 
evaluation. So, while the EE literature may suggest 
such experiences and transformations are 
possible, this study did not explore whether such 
outcomes occur when EE is used to evaluate 
programs involving youth. Yet, the study did 
examine the conditions (i.e., facilitators and 
hindrances) that make the use of EE more or less 
likely.  

The influential role played by organizations 
and funders was explained by evaluators in detail 
during the Phase 2 interviews. Consistent with the 
collaborative and participatory literature, 
evaluators said that the intentions and desires of 
organizations and funders drive their use of 
particular evaluation approaches, which is one of 
the main reasons why the use of EE is not 
mainstream in this area (Barrington, 1999; 
Checkoway & Richards-Schuster, 2003; Fox & 
Cater, 2011; Miller & Campbell, 2006; Samuelson 
et al., 2013; Zeller-Berkman et al., 2015). In order 
to facilitate such use, Fetterman et al. (2018) 
suggest the need for evaluators to provide clarity 
and guidance to “community members and 
funders, ensuring that an appropriate match is 
made between the evaluation approach and the 

specific needs and resources of the community” (p. 
v). Furthermore, Fetterman et al. (2018) argue 
that evaluation scholars have a role to play by 
advancing the “conceptual clarity and 
methodological specificity” (p. vi) of EE through 
practice, documentation, and dissemination with 
the help of professional bodies and scholarly 
communities in the field of evaluation.  

With these considerations, funding agencies 
could not only require the use of EE to evaluate 
programs, but also require and provide funding 
and time to support the EE. Similarly, evaluator 
competencies, like those required for the Canadian 
Evaluation Society Credentialed Evaluator 
designation, may introduce a competency related 
to knowledge of and experience with using 
collaborative and participatory evaluation 
approaches to evaluations of youth programs. 
Such a competency would be useful for 
organizations looking for evaluators and for 
evaluators wishing to develop their evaluation 
skillsets for future work evaluating programs 
involving youth.  
 According to both the Phase 1 and Phase 2 
findings, there are also other barriers to using EE 
to evaluate programs involving youth. These 
barriers are similar to those that exist for 
collaborative evaluation approaches in general and 
are also similar to those for involving adults in EE. 
Evaluators in the current study who did not use EE 
attributed their reluctance to negative perceptions 
of EE. In the Phase 1 survey, evaluators who did 
not use EE noted multiple reasons, the most 
popular being lack of stakeholder interest, lack of 
training and instruction in EE (as discussed 
above), and lack of clarity around EE (also 
discussed above), as well as limited time, limited 
funds, and a lack of alignment with the objectives 
of the evaluation. Instead, these evaluators looked 
to other types of collaborative or participatory 
evaluation approaches. In Phase 2, evaluators who 
did not use EE specified that EE is ineffective for 
clients who want to prove that outcomes are 
achieved and want an unbiased and detached 
evaluation (an argument that was also made by 
Miller and Campbell, 2006). Evaluators added 
that their own limited contact with stakeholders 
during the evaluation process, along with 
organizations’ and/or funders’ lack of interest to 
involve stakeholders, held them back from using 
EE to evaluate programs involving youth. 
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Limitations and Future Directions for 
Research  
 
This study explored how evaluators use EE to 
evaluate programs involving youth, as well as the 
facilitators and hindrances of EE use. Future 
research should examine the extent and nature of 
youth involvement in empowerment evaluations of 
youth programs, as well as factors that hinder or 
facilitate their involvement. Future research 
should also focus on youth’s perspectives about 
being involved in EE.  

The authors did not ask respondents how they 
define EE, and how evaluators define EE can 
influence the extent to which they use it, as well as 
the factors that facilitate and hinder their use of it. 
Future studies should explore how evaluators 
define EE and examine whether their definitions 
of it are consistent with the theoretical literature 
on EE.  

Additionally, the survey response rate of 13.2% 
can be viewed as a limitation of this study. While it 
is plausible that additional responses would have 
yielded different results, the response rate is 
consistent with other surveys targeted at 
evaluators and run through the AEA TIG listings. 
For example, one recent surveyor of AEA 
evaluators indicated that “despite research 
suggesting that AEA members consider research 
on evaluation as important, response rates for 
research on evaluation studies are often only 
between 10–30%” (Wanzer & Wisner, 2020, para. 
1). Similarly, the TIG distribution lists were 
provided by AEA, and so their accuracy to 
represent all evaluators who evaluate programs 
involving youth may be questionable and may 
have resulted in coverage errors, such as failing to 
include some portion of the targeted population 
(Lee, 2008). Moreover, examinations into survey 
response rates have suggested that online surveys 
have lower response rates (Kaplowitz et al., 2004) 
and that acceptable response rates differ across 
studies and disciplines (Carley-Baxter et al., 
2009). However, future research in this area could 
work on increasing this response rate. 

Another issue related to the survey is the 
potential that evaluators self-excluded from the 
survey due to the title (i.e., self-selection bias; 
Cook & Campbell, 1979). Upon receiving the 
survey, some evaluators (including some with 
experience in collaborative evaluation) told us they 
had decided that the survey was not relevant for 
them due to the term “empowerment evaluation” 
in the title. These individuals would have 
contributed to a higher response rate if they had 
completed the survey and allowed the survey to 

eliminate them, rather than not taking part at all. 
Likewise, only 62% of the respondents completed 
the demographics section of the survey. This lack 
of demographic information is unfortunate, as 
without it we could not explore fully whether 
evaluators’ demographic characteristics influenced 
their use of EE. 

Phase 2 relied on evaluators’ reports of their 
perceptions. Respondents may have provided 
socially desirable answers, and some interviewees 
may have edited their comments in order to reflect 
themselves and their interests in a more 
favourable light. There is also the possibility that 
the interviewees who agreed to be interviewed are 
a particular group of evaluators and do not 
represent evaluators in general, resulting in 
possible selection bias (Cook & Campbell, 1979). 
That is, there are suspected differences between 
those who participated and those who did not. It is 
likely that evaluators who participated in this 
phase were more vocal, active in their professions 
as evaluators, and interested in the topic areas of 
youth evaluation and/or EE. Thus, these particular 
evaluators may have expressed different 
perceptions than those who did not participate. 
Additionally, since only one researcher coded the 
data, the study does not report on inter-rater 
agreement. This use of one researcher may have 
impacted the trustworthiness of the analysis.    

Recalling the words of Smith (1993), research 
on evaluation has the ability to alter evaluation 
practice. This study has illuminated areas where 
further research is needed to advance evaluation 
practice. As mentioned, the survey was limited to 
AEA TIG members; future research could reach 
outside this single professional community and 
survey evaluators outside the AEA or CES 
membership lists. Such studies could also be done 
with a more general study title that may entice 
evaluators to participate in data collection 
activities. 
 Overall, this study sought to understand the 
use of EE to evaluate programs involving youth. 
Through the use of mixed methods, including 
surveys and interviews, it examined the 
perceptions of evaluators on the topic. The 
findings show that while the use of EE to evaluate 
programs involving youth may be limited, there 
are factors that both facilitate and hinder the use 
of EE. This work spurred us to collect further 
empirical research on evaluation to confirm, 
contradict, and expand our notions on the use of 
EE to evaluate programs involving youth. We hope 
this work will aid evaluators in considering the 
appropriateness of EE for their youth-focused 
evaluations. 
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Appendix 
 
Table A1. Table of Specifications for Phase 1 Survey 
 

Dimension Corresponding survey item numbers 

Level of evaluator expertise and confidence in evaluating programs 
involving youth 

Questions 1-3 

Level of evaluator expertise and confidence in conducting EE of programs 
targeting youth  

Question 4-5 

Nature of EE conducted to evaluate programs targeting youth  Questions 6-17 

Nature of evaluator experience in conducting evaluations of programs 
targeting youth 

Questions 18-19 

 
 
Table A2. Specifications for Phase 2 Interview Guides 
 

Dimension Corresponding interview questions 

Context Questions 1–3 

Stakeholder characteristics  Questions 4–5 

Organization characteristics  Question 6–7 

Evaluator characteristics  Questions 8–9 

Evaluation resources  Questions 10–11 

External factors1 Question 12–13 

Other factors Question 14–16 
 
 
Table A3. Phase 1 Number of Survey Respondents 
 

Survey question subject area Number of 
respondents for 

a given 
question 

Number of 
respondents 

that elected to 
respond to 
question 

Number of 
missing 

respondents 

Survey respondents’ type of discipline 108 67 41 
Whether the respondent has evaluated programs involving 
youth 

108 108 0 

Number of programs involving youth evaluated by survey 
respondents, throughout their career 

84 76 8 

Number of programs involving youth evaluated by survey 
respondents, over the past year 

84 75 9 



    Heath & Moreau 

	

52 

Whether the respondent has used EE to evaluate programs 
involving youth 

84 76 8 

Reason why survey respondents used EE to evaluate 
programs involving youth 

35 33 2 

Evaluators’ perceptions about the extent to which 
stakeholders were involved in particular EE activities 

35 24 11 

Survey respondents’ confidence to use EE to evaluate 
programs targeting youth 

84 75 9 

Survey respondents’ level of training in EE  84 74 10 
Survey respondents’’ rating of their understanding of EE 84 75 9 
Survey respondents’ experience conducting research on EE 84 74 10 
Reason why survey respondents did not use EE to evaluate 
programs involving youth 

41 41 0 

Type of evaluation approach used by survey respondents 
who do not use EE to evaluate programs involving youth 

41 41 0 

	


