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Background:	
   Researchers	
   and	
   policymakers	
   are	
   increasingly	
  
dissatisfied	
  with	
  the	
  “average	
  treatment	
  effect.”	
  Not	
  only	
  are	
  
they	
  interested	
  in	
  learning	
  about	
  the	
  overall	
  causal	
  effects	
  of	
  
policy	
   interventions,	
  but	
  they	
  want	
  to	
  know	
  what	
  specifically	
  
it	
   is	
   about	
   the	
   intervention	
   that	
   is	
   responsible	
   for	
   any	
  
observed	
  effects.	
  	
  
	
  
Purpose:	
   This	
   paper	
   discusses	
   Peck’s	
   (2003)	
   approach	
   to	
  
creating	
   symmetrically-­‐predicted	
   subgroups	
   for	
   analyzing	
  
endogenous	
   features	
   of	
   experimentally	
   evaluated	
  
interventions	
  and	
  then	
  it	
  identifies	
  several	
  possible	
  extensions	
  
that	
   might	
   help	
   evaluators	
   better	
   understand	
   complex	
  
interventions.	
   It	
   aims	
   to	
   enrich	
   evaluation	
   methodologists’	
  
toolbox,	
   to	
   improve	
   our	
   ability	
   to	
   analyze	
   “what	
   works”	
   in	
  
addressing	
   important	
   questions	
   for	
   policy	
   and	
   program	
  
practice.	
  
	
  

Setting:	
   Discussion	
   of	
   challenges	
   and	
   possible	
   solutions	
  
centers	
   specifically	
   experimentally-­‐designed	
   program	
  
evaluations.	
   	
   An	
   illustration	
   comes	
   from	
   a	
   national	
   sectorial	
  
training	
  program	
  evaluation.	
  
	
  
Intervention:	
  NA	
  
	
  
Research	
   Design:	
   	
   The	
   analytic	
   methods	
   examined	
   build	
   on	
  
experimentally-­‐designed	
   evaluations	
   and	
   enhance	
   what	
   can	
  
be	
  learned	
  from	
  experiments.	
  
	
  
Data	
  Collection	
  and	
  Analysis:	
  NA	
  
	
  
Findings:	
   After	
   presenting	
   a	
   primer	
   on	
   the	
   Analysis	
   of	
  
Symmetrically-­‐Predicted	
   Endogenous	
   Subgroups	
   (ASPES),	
   the	
  
paper	
   highlights	
   how	
   some	
   extensions	
   might	
   be	
   especially	
  
useful	
   for	
  unpacking	
   the	
  black	
  box,	
   specifically	
   in	
   the	
   face	
  of	
  
complex	
   interventions.	
   	
   These	
   extensions	
   include	
   capturing	
  
continuously-­‐measured	
   mediators,	
   considering	
   multiple	
  
mediators,	
  and	
  considering	
  complexly-­‐measured	
  mediators	
  as	
  
well	
  as	
  design	
  options	
  for	
  achieving	
  the	
  same	
  goal.	
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  experimental	
  design;	
  methods;	
  black	
  box.	
  
 
	
   	
  



Journal	
  of	
  MultiDisciplinary	
  Evaluation	
   	
   	
   	
  

	
  

55	
  

Researchers and policymakers are increasingly 
dissatisfied with learning about only the “average 
treatment effect.” Not only are they interested in 
learning about the overall causal effects of policy 
interventions, but they want to know what 
specifically it is about the intervention that is 
responsible for any observed effects. While 
formative evaluation has long been interested in 
these kinds of questions—explaining why and how 
an intervention operates, and how these 
explanations might tie to observed outcomes and 
impacts—summative evaluations have tended to 
focus their energies on ensuring that estimated 
impacts can be interpreted as causal. With this 
emphasis, summativists come from a design 
perspective that prioritizes experiments allowing 
causal attribution of policy impacts. These tend to 
be coarse tools, identifying whether an 
intervention had an effect on average, probably 
something about the magnitude of that effect, and 
possibly something about the extent to which that 
effect might vary for some subgroups.  

This work aims to enrich evaluation 
methodologists' toolbox, to improve our ability to 
analyze “what works” in addressing important 
questions for policy and program practice. It does 
so by highlighting the current active research and 
imminent research directions that originate in my 
2003 article in the American Journal of 
Evaluation, in particular to inform how the 
approach established there might be extended to 
understand the causal effects of complex 
interventions. In the original work, I established 
an approach to creating subgroups that can be 
evaluated experimentally while answering 
questions about factors that arise non-
experimentally. In recent work, colleagues and I 
have dubbed this an “analysis of symmetrically-
predicted endogenous subgroups” (ASPES; see 
Bell & Peck, 2013; Harvill, Peck & Bell, 2013; Peck, 
2013). As my recent article points out, many 
applications—both direct and indirect—of this 
analytic approach exist across health (Fernald et 
al., 2008; Macias et al., 2008), education (Kemple 
& Snipes, 2000; Schochet & Burghardt, 2007; 
Unlu, Bozzi et al., 2011; Unlu, Yamaguchi et al., 
2011; Zhai et al., 2010; Zhai, Raver & Jones, 2012; 
Zhai, Raver & Li-Grining, 2011) and social welfare 
(Gibson, 2007; Harknett, 2006; Morris & Hendra, 
2007; Peck, 2005, 2007; Wood, Quinn & 
Clarkwest, 2011) policy evaluations. Although, as 
pointed out (Peck, 2013), considerable variability 
exists in this body of research with respect to its 
adherence to the spirit and principles espoused in 
the original (Peck, 2003) work.  

Before turning to the ASPES approach, its 
extensions and future challenges, let me first 

provide some brief background on motivation for 
this line of research. Through our intellectual 
history, scholars have identified shortcomings in 
the basic analytic approach of treatment-control 
comparisons, with recognition that 
“heterogeneity” poses challenges to evaluators. For 
example, both the heterogeneity of experimental 
samples and the heterogeneity of treatments 
offered have garnered attention. Manski pays 
attention to the “mixing” problem for identifying 
experimental treatment effects in situations where 
we mandate homogenous treatments but also find 
variation in treatments of relevance (e.g., 1995, 
1996, 1997, etc.). Other analysts, especially in the 
medical science, are concerned with treatment 
compliance and also with dose-response (e.g., 
Imbens, 2000; Zanutto, Lu & Hornick, 2005). The 
now classic Angrist, Imbens and Rubin (1996) 
article considers treatment compliance and uses 
an instrumental variables (IV) approach to 
estimate the effect of treatment on those who 
comply with treatment status. A narrow version of 
IV is Bloom’s (1984) no-show correction. The 
broader framework within which IV fits is that of 
principal stratification (e.g., Frangakis & Rubin, 
2003), which provides a way to dissect 
heterogenous treatment effects by establishing 
“strata” within which principal effects can be 
estimated. Much of this literature either fuels or at 
least acknowledges the tension between 
experimental and non-experimental designs and 
analytic methods in terms of ability to infer a 
causal relationship between policy/program and 
effect. As a result, proposed approaches to 
estimating the effects of some program or policy 
hinge on debatable assumptions. For instance, in 
the context of experimental evaluation research 
the IV’s “exclusion restriction” is necessary to 
estimate causal effects for treatment compliers, 
but myriad circumstances exist where it does not 
hold. The overly restrictive assumptions in this 
literature inspire and motivate my work and new 
directions regarding “complexity” addressed in 
this paper. 

The paper proceeds as follows: First, I provide 
a simple introduction to the ASPES approach, 
providing illustrative examples. Then, discussion 
proceeds both (1) to identify elements of the 
analytic approach where current research is 
exploring refinements and extensions that intend 
to make the approach both better understood 
among evaluators and more flexible to varied 
applications, and (2) to identify future areas for 
research that seem promising to help unpack the 
black box and learn what works, especially within 
a context of complex interventions.  
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An	
  Introduction	
  to	
  Analyzing	
  the	
  
Effects	
  of	
  Policy	
  Interventions	
  on	
  
Endogenous	
  Factors:	
  A	
  Primer	
  on	
  Peck	
  
(2003)	
  
	
  
The ASPES approach uses observed baseline 
characteristics, which are exogenous to the 
treatment indicator, to create experimentally valid 
subgroups that predict some post-randomization 
characteristic of the sample. This characteristic 
can be observed in the treatment arm—such a 
compliance with treatment, experience of high 
treatment dosage or quality, or experience of some 
element of a multi-faceted intervention—or it can 
be observed in the control arm—such as risk of 
school dropout or earnings levels in the absence of 
the intervention. The analysis involves the 
following three stages: (1) predicting subgroup 
membership; (2) estimating predicted subgroup 
impacts; and (3) converting impacts from 
representing members who are predicted to be in a 
specific subgroup to represent those members who 
are actually in a specific subgroup. The two key 
features that distinguish the ASPES approach from 
other, related work are (a) assuring symmetric 
identification of endogenous subgroups,1 and (b) 
converting impacts from representing predicted 
subgroups to representing actual subgroups. These 
two features are about internal and external 
validity, respectively. All three analytic stages are 
detailed next.   
 
Stage	
  1	
  	
  
	
  
At first, the analyst must identify subgroup 
membership, using a strategy that ensures 
symmetric prediction. In Stage 1, the probability 
(or propensity) of being in a subgroup (e.g., high 
dosage subgroup) is modeled as a function of 
baseline traits, using a logit, probit or linear 
probability model. Either a split sample or cross-
validation approach will ensure that the subgroups 
are symmetrically-identified, such that no one is 
any better identified than the other, thereby 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 By “symmetric” I mean that the treatment and control 
subsets are equivalent in all ways, both measureable and 
unmeasurable, as would be expected of any subgroup 
that would be part of an experimental subgroup 
analysis. In other words, neither the treatment nor the 
control subgroup is better or worse identified than the 
other.  

retaining the integrity of the experimental design.2 
The aim of this prediction process is to identify 
which treatment and control group members have 
the baseline characteristics that associated them 
with being the in subgroup of interest (e.g., being 
exposed to high (or low) program dosage, etc.).  

The result of this first-stage prediction is a 
continuous score that represents subgroup 
membership. The score can be used as is; and this 
“continuous” version of ASPES was established in 
Peck (2003) and is a current topic of 
methodological inquiry. Most commonly, however, 
in applications and extensions of the approach is 
slicing the continuous score into discrete 
subgroups. For example, subgroup members can 
be defined as “high dosage” if their predicted 
probability of being in this subgroup is greater 
than or equal to 0.50; otherwise, they would be in 
the low-dosage subgroup. Examining the 
distribution of scores may help assess where the 
logical breakpoints are, and that 0.50 may be the 
optimal breakpoint. Another possibility is to select 
the breakpoint that maximizes correct placement 
of individuals into the correct subgroups of 
interest. Other applications of the approach have 
used quartile (25th and 75th percentiles) to 
designate the highest and lowest risk subgroups 
(Moulton, Peck & Bell, 2014). 

 
Stage	
  2	
  
 
With treatment and control subgroups identified, 
Stage 2 involves estimating subgroup impacts on 
those predicted subgroups. Because the subgroups 
are identified as a function of baseline (exogenous) 
characteristics, the impacts by subgroup are the 
same as any other experimentally-defined 
subgroup. In this case, however, the subgroup—
rather than being a single trait such as education 
level or sex—is a composite of traits that is 
associated with some post-randomization choice, 
event, pathway or experience. As such, the mean 
difference between treatment and control 
subgroups is an unbiased estimate or the program 
effect for that subgroup. A simple split-sample 
subgroup analysis can be undertaken to generate 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2  Using the entire treatment group for subgroup 
prediction and for impact analysis can introduce bias 
because of the better fit that is inevitable for the sample 
that is used for modeling (e.g., Harvill, Peck & Bell, 
2013; Peck 2003).The cross-validation approach 
ensures symmetric prediction while retaining the entire 
sample for the analysis stage (Harvill, Peck & Bell, 2013) 
and is preferable to a full jackknife approach (Abadie, 
Chingos & West, 2014). 	
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these estimated impacts for two subgroups, call 
them L and H, for low and high dosage, as follows: 
 

𝐼! = 𝑌!" − 𝑌!"  

𝐼! = 𝑌!" − 𝑌!"  

   

Impacts can be estimated, by subgroup, using 
standard multivariate regression to increase 
precision by controlling for random baseline 
variability, as follows: 
 

yi = α + δTi + βXi + εi 

 
where, 

y is the outcome; 
α is the intercept (interpreted as the 
control mean outcome); 
T is the treatment indicator 
(treatment = 1; control = 0); 
δ is the impact of the treatment; 
X is a vector of baseline 
characteristics;  
β are the coefficients on the baseline 
characteristics;  
e is the residual; and 
the subscript i indexes individuals. 
 

In the above regression equation, 𝛿 is the estimate 
of the impact of the treatment on the predicted 
subgroup of interest. For example, when the 
sample is limited to the set of members who are 
predicted to be in Subgroup H, 𝛿 is an estimate of 
the impact of the intervention on members who 
were predicted to be in Subgroup H (𝐼! from the 
simple difference-of-means equations above). 

This impact estimate is free from bias from 
selection and other sources: it is an unbiased 
estimate of the impact for the predicted subgroup. 
That said, the predicted subgroup contains a blend 
of individuals who are actually in that subgroup 
and individuals who are not, misplaced there by 
virtue of imperfect prediction in Stage 1. In other 
words, while this impact estimate is internally 
valid, its external validity may be limited, which is 
what motivates the third analytic stage in the 
ASPES approach.   

 
Stage	
  3	
  
	
  
Stage 3 involves converting the impacts from 
representing the predicted subgroups to 
representing the actual subgroups, by assumption. 
As noted, the results from the Stage 2 analysis are 
purely experimental. This means that the Stage 3 
conversion rests on an experimental foundation. 
There is no bias (from selection or other sources) 

in the impact estimates because of the 
experimental design, and so the extent to which 
one believes the results from the conversion can 
also be interpreted as experimental then rests on 
comfort with the assumptions needed to make the 
conversion.    

As above, assume two subgroups: Subgroup H 
and Subgroup L. I have posited that one can think 
of the estimated impacts on each of the two 
predicted subgroups (H and L) as a weighted sum 
of the impacts on those who are actually in that 
subgroup and those who are actually in the 
alternative subgroup. For instance, the following 
equation states that the impact on predicted 
Subgroup H members is a weighted sum of the 
impacts on actual Subgroup H members and 
actual Subgroup L members, where the weights 
represent the proportion of predicted Subgroup H 
members who are actually in Subgroups H and L, 
respectively:   

 
𝐼! = 𝑤!𝐻! + (1 − 𝑤!)𝐿!  

 
where 

𝐼!  is the impact on predicted 
Subgroup H members;  
𝑤!  is the proportion of predicted 
Subgroup H members who are 
actually in Subgroup H; 
𝐻!  is the impact on predicted 
Subgroup H members who are actual 
Subgroup H members; and  
𝐿!  is the impact on predicted 
Subgroup H members who are actual 
Subgroup L members. 
 

Similarly, the impacts on Subgroup L can be 
thought of as a blend of the impacts estimated for 
those who are predicted to be and who are actual 
subgroup members, with the weights being the 
proportion of those predicted as such who are 
actually in each subgroup, as follows: 
 
 𝐼! = 𝑤!𝐿!   + (1 − 𝑤!)𝐻! 
 

where 
𝐼! is the impact on predicted Subgroup 
L members;  
𝑤!  is the proportion of predicted 
Subgroup L members who are actually 
in Subgroup L; 
𝐿!  is the impact on predicted 
Subgroup L members who are actual 
Subgroup L members; and 
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𝐻!  is the impact on predicted 
Subgroup L members who are actual 
Subgroup H members. 
 

In practice, 𝑤!  and 𝑤!  are only directly 
observable for treatment group members and are 
unknown for control group members. We 
therefore calculate the values of 𝑤!  and 𝑤!  from 
treatment group data and assume that 𝑤! and 𝑤! 
are the same for treatment and comparison group 
members. We can deem this as a safe assumption 
to the extent that we believe that the split-sample 
or cross-validation approaches to identifying those 
subgroups result in an equally good fit of the 
model for both treatment and comparison group 
members (they are designed to do so and have 
been shown to be effective as such in follow-up 
research, shown in Harvill, Peck & Bell (2013) and 
Abadie, Chingos & West (2014)).  

Together, these equations contain four 
unknowns, and so some additional assumptions 
are necessary in order to solve the system.3 As I 
suggested in Peck (2003), in the discrete two-
group case, a homogeneity assumption will meet 
this requirement, as follows:4 
 

𝐻! = 𝐻! 
𝐿! = 𝐿! 

  
These two equations state that, regardless of which 
subgroup the actual subgroup members are 
predicted to be in, the impact on them is the same 
on average. This means that for individuals who 
are actually in Subgroup H, the impact of the 
intervention is the same regardless of whether the 
participant is predicted to be in Subgroup H or 
Subgroup L. With this homogeneity assumption, 
the system of two equations can be rearranged to 
solve for the unknown elements of interest as a 
function of the known elements computed in Stage 
1 as follows: 
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 Another non-controversial assumption is implied: that 
the distribution of predicted subgroup membership is 
the same, relative to the actual subgroup membership, 
between treatment and control groups. This is 
untestable because actual subgroup membership is 
known only in one experimental arm. 
4  A three- or more group analysis can also use a 
comparable homogeneity assumption, although more 
alternatives exist there than do in the two-group case. As 
Moulton, Peck and Bell (2013) explore, a no-show 
assumption can be coupled with a partial homogeneity 
assumption; and as Bell and Peck (2013) elaborate, 
other plausible assumptions exist as well.	
  

𝐻 =   
𝑤! (𝐼!) − 1 − 𝑤! (𝐼!)

𝑤! + 𝑤! − 1
 

 

𝐿 =   
𝑤! (𝐼!) − 1 − 𝑤! (𝐼!)

𝑤! + 𝑤! − 1
 

 
If the assumptions embedded here hold, then the 
estimators based on these final two “conversion” 
equations are asymptotically unbiased. 

As described here, the discrete ASPES method 
is a useful avenue for estimating program impacts 
for subgroups defined by some post-
randomization mediator that can be modeled as a 
function of baseline variables. While the 
foundation exists for retaining the continuous 
score and analyzing its impact accordingly, I 
include this option in my discussion of extensions, 
next, because it supports specifically the 
exploration of more complex mediators, ones that 
are not readily discretized/simplified.  
	
  
Research	
  on	
  Elements	
  and	
  Extensions	
  
of	
  the	
  ASPES	
  Approach	
  for	
  Better	
  
Understanding	
  Causality	
  and	
  
Complexity	
  
	
  
Before discussing the specific research activity and 
analytic extensions, this section first describes the 
problems that compel these investigations.  
 
Motivating Problems of Complexity 
 
The ASPES approach was developed initially as an 
alternative to imposing a no-show assumption. In 
that situation, the problem of interest pertained to 
those who did not take up the opportunity 
extended by treatment but could not be assumed 
to have experienced no effect because of treatment 
activities that targeted non-takers (Peck, 1999). 
Whether individuals take up the offer of treatment 
is a simple problem, and the problems that plague 
today’s evaluations are much more complex.  

To elaborate, many major, current national 
evaluations involve multi-faceted treatments, 
where individuals’ participation in certain facets of 
the treatment is of relevance to policy and practice. 
These evaluations are interested in which of these 
program facets are drivers of the program’s overall 
effects, knowledge of which can then be used to 
design the most efficacious programs possible. 
This relates to what I will call “programmatic 
complexity,” which I will describe next. I then 
address another source of complexity—“temporal 
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complexity”—which also poses challenges to 
standard evaluation practice.  Other evaluation 
scholars have considered the concept of 
“complexity,” defining it in contrast to 
interventions that are “simple” or “complicated” 
(e.g., Patton, 2010). The metaphors are that 
“following a recipe” is “simple,” “sending a rocket 
into space” is “complicated,” and “raising a child” 
is “complex” (Patton, 2010, p.92). The 
programmatic and temporal dimensions of 
complexity I discuss next fit within the evaluation 
field’s commonly held definition of complexity. 
 
Programmatic complexity. Particularly in the 
social policy arena, programs are complex, offering 
varied combinations of features, often together in 
a package that diverse administrative and 
management structures are involved in delivering 
through varying implementation practices. For 
example, the U.S. Department of Health and 
Human Services, Administration for Children and 
Families’ Health Profession Opportunity Grants 
(HPOG) program funds grantees who offer low-
income individuals a multi-faceted career 
pathways-based education, training and services 
targeting occupations in the healthcare field. 
HPOG program grantees vary in their 
administrative configuration: some grantees are 
community colleges, others workforce investment 
boards; some are centralized while others 
decentralize delivery to a network of partner 
organizations and nonprofits. This is one layer of 
variation that is an umbrella to both the 
implementation practices and the actual program 
content. Implementation practices vary for a 
variety of reasons, related to administrative and 
management structure, programmatic content and 
offerings, and target population characteristics 
and needs. HPOG programs offer various 
combinations of intake and assessment services, 
academic advising and career counseling, support 
services and financial and non-financial 
assistance. While all of the programs fall under the 
general rubric of being designed as “career 
pathways” programs, the theory itself implies 
complexity: by default, customization implies that 
programs will and must vary not only across the 
places that follow the same program model but 
within locations, depending on the specific needs 
of program enrollees. Finally, program enrollees 
and targets come with their own needs and 
desires, some of which are anticipated in program 
design and implementation, and some of which 
are idiosyncratic and inspire additional program 
customization.  

As a result, we might classify the dimensions 
of complexity into the following: theory, 

administration, implementation, program design, 
and targets and participants. Consider the analogy 
of a cafeteria: the program theory is the recipe that 
chefs—funders and administrators—use in 
deciding what to put on the buffet. There are many 
options on the buffet that local managers will 
choose from in order to fill a tray with the right 
items to fit the nutritional needs of their program 
participants and targets. Those managers then 
serve the meal to their participants, who may or 
may not eat everything on the plate. If one 
considers this an elementary, middle or high 
school cafeteria, then there is an additional level of 
complexity (or chaos) in the negotiation of items 
that people might bring from home. Figure 1 
presents visually this analogy.  

The exhibit shows the following: A is the 
Kitchen (program design), where funding, 
administrative and management decisions take 
place; B is the Buffet (program offerings), where 
the results of decisions about what to offer are 
evident; C is a Server (local management), who 
decides what to bring to participants and how to 
deliver it; D are Diners (participants), consuming 
what is brought to them, including some of whom 
supplement with outside food; and E is the Queue 
(additional program managers or targets), getting 
in line to access and deliver services. 

Each iteration of a program or policy in 
practice must differ: a grantee in Pennsylvania 
cannot, even if it wanted to and tried, exactly 
replicate an “HPOG program” as implemented in 
Connecticut, for example. To illustrate, both 
Central Susquehanna Intermediate Unit 
(Pennsylvania) and The WorkPlace (Connecticut) 
grantees serve several counties, require 
participants to complete soft skills trainings, and 
provide one-one-one case management as well as 
child care and transportation assistance if 
participants are unable to get them from other 
sources. However these two grantees serve very 
different populations: Central Susquehanna 
Intermediate Unit serves mostly white participants 
within a large, generally rural area in 
Pennsylvania, while The WorkPlace serves more 
urban counties in Connecticut and over half of its 
participants are black or African American. The 
WorkPlace also serves almost twice as many 
participants who received TANF benefits at intake 
than Central Susquehanna Intermediate Unit. 
Moreover, the two grantees use different 
approaches for providing similar services to meet 
the needs of their specific target populations. 
Central Susquehanna Intermediate Unit HPOG 
participants meet the soft skills training 
requirement by attending a minimum number 
workshops offered by HPOG staff or partners in 
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varied locations and some are even offered on 
DVDs so that transportation will not be a barrier 
to participation. While The WorkPlace requires 

HPOG participants to attend a week long in-
person soft skills workshop, this is offered at only 
one location.  

 
	
  
Exhibit	
  1.	
  Illustration	
  of	
  Cafeteria	
  as	
  Program	
  Complexity	
  
	
  

 
Now consider 32 rather than two grantees, and 

this complexity challenge becomes greater still. 
Even if exact replicates could be made across many 
locations, at the very least programs aim to do lots 
at once, packaging various elements of a vision for 
policy change into one so-called program. No 
longer are we talking about experiments as simple 
as the National Income Tax (NIT; what percentage 
tax rate induces what behavioral response, with 
implications for subsequent earnings); but instead 
we want to know how putting several incentives 
(and punishments) together with varied supports 
to several training and educational offerings might 
collectively induce some change. At the same time 
that we want to know how everything works 
together, we are interested in pulling it apart. That 
is, evaluations are often charged with reporting the 
program’s overall treatment effect, but they also 
increasingly want to report about the relative 
effects of the individual component parts. 
 
Temporal complexity. This complexity is 
compounded when we consider time as an added 
dimension: programs are not only implemented 
and evaluated at different points in time but they 
also evolve over time, in ways that might interact 
with other traits, including programmatic 
content/design as well as implementation features 

and surrounding contexts. One program—consider 
HPOG again—may have its own over-time 
trajectory, and that becomes multiple trajectories 
when we consider the many places operating the 
programs. Variation in calendar time is also 
associated with many variants of seasonality, 
including the economic cycle, political regimes, 
school years, fiscal years, population shifts, and 
general secular changes. Trying to capture the 
influence of any one of these dimensions poses 
evaluation challenges. It is a main reason that 
experimentally-designed evaluations are used: to 
net out the effect of “historical” threats to internal 
validity, at least eliminating contextual/temporal 
influences on participants’ changing outcomes. 
Even so, within a fixed time period, both treatment 
and control conditions may change; and a 
standard experimental design will capture the 
effects, averaged over that period, obscuring 
anything about the temporal variation, some of 
which might be particularly interesting, important 
or relevant to policy-making or program re-design.  

The analogy portrayed in Exhibit 1, therefore, 
might be considered a programmatic snapshot, a 
cross-section of the programmatic complexity that 
exists. Adding the time dimension would 
transform the exhibit into a video (motion 
picture), a longitudinal portrayal of the goings-on 
in the cafeteria. How to know what impacts the 
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program is having in this situation is practically 
mind-boggling: “the program” itself varies in what 
it is not only across many places but also over 
time, with the location-time interaction also 
varying. Conventional evaluations—whether 
formative or summative, and experimental or non-
experimental in their design—tend to simplify 
these complexities, generally out of self-
preservation. I would argue that only a formal 
Theory of Change approach to evaluation comes 
close to capturing these dimensions of 
programmatic and temporal complexity; and even 
that falls short, again usually out of the necessity 
to do so. In social science research—particularly 
evaluations that cover many people and places—
we tend to follow nomothetic models of causality, 
reserving the ideographic models for ethnographic 
and psychological case study sorts of work. But, as 
we move toward answering the kinds of questions 
that are more flavorful than the vanilla average 
treatment effect, we get pushed into a realm, 
where we must face the realities of the world’s 
complexities, rather than simplifying them away.  
 
Possible	
  Responses	
  
	
  
This section explores how extensions of the ASPES 
approach may offer insight into these kinds of 
complexities. To start, the basic ASPES approach 
is designed to address questions of what works, 
and it does so effectively and without bias in the 
circumstance where one has baseline data that can 
usefully model some post-treatment choice, 
experience or mediator of some sort. To date, most 
related research has focused on whether one is “in” 
or “out” of some such group, although increasingly 
the approach is being extended to multi-group 
cases (e.g., Bell & Peck, 2013; Peck & Bell, 2014). 
The future research directions and opportunities 
discussed include: using continuous mediator 
measurement (rather than discrete, as described 
above); moving from single to multiple mediators; 
considering complex groupings of program 
experiences that can tell us more about varied 
“packages” of social policy assistance; and using 
design options—such as multi-arm, factorial and 
mega-multi-arm trials—to narrow in on the 
impacts drivers in complex interventions. 
 
Continuous Mediators. As noted above, 
applications and extensions of the approach have 
focused on the discrete version, but having the full 
information that comes from a continuous 
mediator variable may be more valuable. 
Substantial opportunity exists to extend the 
ASPES method to continuous mediators, allowing 

researchers to gain a more nuanced understanding 
of the relationship between mediators and 
program impacts.5 In this situation, prior work 
(Peck & Moulton, 2013) has proposed the 
following equation to estimate the impact of the 
continuous predicted value of the mediator M on 
an outcome Y: 
 

𝑌! = 𝛽! +   𝛽!𝑀𝑖   +   𝛽!𝑇!   +   𝛽!𝑀!𝑇! + 𝜀!! 
 

where,  
𝑌  is the outcome being examined;  
𝑀  is the predicted value of 𝑀 
generated from Stage 1;  
𝑇  is the treatment indicator 
(treatment = 1; control = 0); and  
𝜀! is an error term that captures all 
other factors that influence the 
outcome.  

 
Then, the impact of the treatment on outcome Y is 
given by:  
 

𝜕𝑌
𝜕𝑇

= 𝛽! +   𝛽!𝑀𝑖 
 

This model assumes a linear impact curve of 𝑀 
with intercept 𝛽! and slope 𝛽!.  

The intent of current research is to establish 
the assumptions necessary to interpret the effect of 
the predicted mediator variable as representative 
of the actual mediating factor of interest. One 
possibility is a simple extension of the 
homogeneity assumption from the discrete to 
continuous case: where the impacts are assumed 
to be the same, on average, for those with a given 
value of M and those with a given value of 𝑀. In 
other words, the necessary assumption for 
drawing conclusions about sample members with 
an actual value of M when we base the analysis on 
sample members with a predicted value, 𝑀, is that 
the impact on those with an actual value of M is 
the same, on average, as the impact on those with 
the predicted value, 𝑀  (Peck & Moulton, 2013). 
Early discussions with fellow methodologists 
reveal that some alternative assumptions might be 
relevant here as well, including two things: (1) a 
version of the exclusion restriction commonly used 
in instrumental variables estimation; and (2) an 
assumption about the non-interactive effects of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
5 Recent work by Bein (2013) reflects on this continuous 
specification, frames it within a potential outcomes 
framework and likens the estimator to a principal effect. 
This innovation, therefore, may simply be a recasting of 
related/prior work for addressing new questions. 
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competing mediating factors. The exclusion 
restriction assumes that the sole pathway for the 
mediator to have its effect is through the 
instrument, which in this case would be the 
mediator as predicted by baseline characteristics. 
The second assumption is that the mediator does 
not interact—have synergistic, either favorably or 
diminishing effects—with some other program 
component that is not being predicted but may 
still be part of the intervention. 
 
Multiple Mediators. This latter assumption (non-
interacted effects of competing mediating factors) 
and dissatisfaction with it compels additional 
research that might further develop the 
methodological toolbox to allow for considering 
the independent and interactive effects of multiple 
mediators simultaneously. That is, when multiple 
mediators can play a role in determining the 
magnitude of an intervention’s impact, basic 
discrete or continuous analysis of symmetrically 
predicted subgroups to inform “what works”—just 
like analyses of demographic subgroups taken one 
characteristic at a time—risks misattribution of the 
true causal influence. For example, successfully 
determining that impacts are larger for individuals 
with high rather than low treatment dosages using 
ASPES might lead to the erroneous conclusion that 
“dosage matters,” when in fact what matters is 
intervention quality and (a) quality is not modeled 
simultaneously with dosage but (b) correlates 
positively with dosage. Dosage then becomes a 
proxy for quality, and a policy change that 
increases dosage but leaves quality unchanged will 
not produce a larger impact. This is the standard 
“omitted confounder” bias problem common to all 
types of multivariate analyses. It arises regarding 
non-simultaneous analysis of dosage and quality, 
or of multiple dimensions of quality when one 
dimension matters to impact but the other (which 
correlates with the first) does not, or in many other 
situations of multiple possible mediational 
pathways to impact. 

The solution, therefore, is simultaneous 
analysis of two or more potential mediational 
influences, using the strategy of ASPES or another 
means. In the ASPES context, this requires 
defining endogenous subgroups on the basis of the 
interaction of two dimensions of post-random 
assignment experience in the treatment group, 
such as the level of dosage and quality experienced 
by individual sample members. In that instance, 
one suggestion is to predict membership of 
treatment group members in one of four 
endogenous subgroups—large dosage/high quality, 
large dosage/low quality, small dosage/high 
quality, small dosage/low quality—where that 

classification is observed. Then subsets of the 
sample can be symmetrically-identified on that 
basis. The resulting impacts (i.e., the treatment-
control group difference in average outcomes) for 
the predicted subgroups have full internal validity 
based on their symmetric derivation from an 
experimentally-divided sample.  

The external meaning of these results, 
however, depends on their relationship to impacts 
on actual endogenous subgroups—large 
dosage/high quality, large dosage/low quality, 
small dosage/high quality, small dosage/low 
quality. As always with ASPES, translation of 
impact evidence with internal validity on predicted 
endogenous subgroups to estimates of impact with 
external meaning for actual endogenous 
subgroups depends on the conversion assumptions 
adopted. As with the earlier one-dimensional case, 
this translation requires that findings are robust to 
the conversion assumptions. Work underway with 
colleagues considers a variety of conversion 
assumptions ranging from the homogeneity 
assumption—that impacts on participants with a 
particular dosage and quality combination are the 
same regardless of the subgroups to which sample 
members are predicted to belong—to assumptions 
concerning the additivity (versus super-additivity, 
when synergisms occur) of impact magnitudes 
when larger dosage is added to higher quality or 
vice versa (see Bell (2013); and the Appendix to 
Peck & Bell (2014) offers an example).  
 
Complexly-measured Mediators. In addition to 
continuously-measured mediators and multiple 
mediators, this notion of “complexly-measured” 
mediators warrants elaboration in order to enrich 
the evaluator’s toolbox for dealing with 
programmatic and temporal complexity. Earlier 
work highlights the promise of atheoretical 
analytic approaches, such as latent class or cluster 
analysis for identifying subgroups that are more 
complex than a single indicator of program 
participation, for example. In a nonexperimental 
context, Yoshikawa et al. (2001) use a cluster 
analytic approach to identify service-related 
groupings of individuals exposed to a welfare 
reform intervention. Bringing this idea into an 
experimental context, Gibson (2003) and Peck 
(2005) use cluster analysis to identify treatment 
and control group subsets that have particular 
program-related features, with my work focusing 
on take-up alone and Gibson’s considering 
multiple program characteristics simultaneously. 
Whether the identifiable types or profiles are 
meaningful will determine the extent to which this 
kind of approach is useful for informing policy-
relevant questions. When Gibson identified several 
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program features, and combinations of features, 
that characterized certain groups of individuals’ 
program experiences, doing so obscured the 
relative effects of individual program components. 
As a result, this limits usefulness for program 
design because it is difficult to parse out the 
heterogeneity captured in these diverse groups. 
The clustering approach, at least to date in its two 
identified applications, is messier than the discrete 
or continuous ASPES approach, thereby limiting 
its use for program design. In turn, future 
applications might consider how to focus more 
clearly on specific combinations of program 
elements that might better inform policy decisions 
and program design. Doing so seems a tall order, 
but should it be successful certainly holds promise 
to increase how informative results from such an 
analysis might be. 

But also, for this approach to be useful, 
individual-level baseline characteristics must be 
able to predict program experience. They might be 
able to in some circumstances, though may not be 
in other (perhaps most) circumstances. That is, 
some of a person’s own characteristics—such as 
her race or marital status—are unlikely to predict 
well what program features she accesses. Other 
characteristics—such as education and parental 
status—might be more predictive: if level of 
education tracks to how she engages with the 
program and number or ages of children predict 
use of child care supports, then program 
experiences might be effectively predicted using 
these kinds of variables.  

What either of these types of variables cannot 
do is predict how programs might change over 
time, in response to needs to understand temporal 
complexity. At the very least, in the context of a 
multi-site evaluation, a site-level indicator might 
be a reasonable proxy for those site traits that 
would be associated with changes in particular 
program offerings. Future research might explore 
the extent to which site indicators or other site-
level variables might be useful in predicting 
program change and trajectories such that those 
experiences can be captured and their effects 
analyzed. 

What might be more promising still is an 
extension of this to cluster-randomized 
experiments, where the unit randomized—a 
school, organization or other aggregate unit—is the 
unit where decisions about program change are 
made. If baseline traits of these sites can predict 
future programmatic directions, then the ASPES 
approach—by itself or in conjunction with a 
cluster-analytic approach to predicting/identifying 
endogenous subsets of an experimental sample—

will provide a solid foundation for this kind of 
extension. 
 
Design Options. As all impact evaluators would 
agree: design trumps analysis! While the analytic 
approach and extensions discussed in this paper 
all use the experimental design and therefore are 
preferable to purely nonexperimental analyses, 
there are elements that move beyond it and 
require reliance on assumptions to draw causal 
conclusions. In response, the discussion I turn to 
next identifies some ways in which we can use 
experimental design options for improving our 
ability to examine complex interventions and tease 
out answers to varied “what works” questions.  

If we can anticipate, in advance, which 
elements of a multi-faceted treatment we would 
want to say something about independently, then 
we should randomize to them. Returning to the 
HPOG example, the evaluation identified three 
program components that are of particular interest 
to policy and practice that warrant especially 
rigorously-tested answers to the question of the 
extent to which they are effective ingredients 
within the HPOG recipe. In several locations, 
therefore, program staff randomized program 
entrants to one of three groups:  
 

§ a basic treatment group (A), where 
individuals gain access to the regular 6 
HPOG program; 

§ an enhanced treatment group (A+B), 
where individuals gain access to the 
regular HPOG program plus a selected 
enhancement; and 

§ a control group (C), where individuals do 
not have access to HPOG but instead can 
access whatever other services are 
available to them in their community.  

This three-arm design allows testing the added 
effect of some specific program element. In 
contrast, a three-arm design such as that 
employed in the National Evaluation of Welfare to 
Work Strategies (NEWWS) can test the relative 
effectiveness of competing program designs. While 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6  By “regular” I mean the program that grantees 
designed and implemented by choice. The program, 
then, is not the same everywhere but instead—and in 
sync with the cafeteria analogy—each is the grantee’s 
selection of program components, implemented in the 
manner that they choose. Harvill, Moulton and Peck 
(forthcoming) explores how to make sense of variation 
in the basic program to learn about varied program 
components, whether they are offered as 
experimentally-allocated enhancements or not. 
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those NEWWS tests were useful in informing 
questions about which program model is more 
effective, it did nothing to identify which elements 
of the interventions were stronger contributors to 
the policy’s effectiveness. Instead, the kind of 
three-arm design that HPOG employs is poised do 
so: it involves a test of treatment A versus 
treatment A+B, where B is a specific program 
ingredient. The design allows estimating the effect 
of the program alone (and without the added 
ingredient) relative to the enhanced program. 
With three selected ingredients being tested, the 
evaluation will be in a position to add to the 
evidence base regarding which of these three 
specific program ingredients are worth 
incorporating within these kinds of multi-faceted 
training programs.  

This approach seems easily replicable and 
salable to programs on the ground: for any 
programs considering trying something new or 
adding new program features, a reasonable way to 
do so is incrementally, using experimentation 
along the way with phase-in, in order to determine 
the extent to which program changes are 
worthwhile improvements. Although any given 
test will most likely include samples too small to 
reliably detect the small incremental effects of an 
incremental policy change, the amassing of many 
such experiments can and should add to our 
collective knowledge. 

Taking this to the extreme might involve 
running many (probably small) experiments where 
each subgroup of interest is randomized to each 
program element. While this would certainly 
narrow the programmatic complexity to units 
where we might learn about “what works,” it 
would come at a cost of creating substantial 
complexity for the practice of program evaluation. 
I will label this a “mega-multi-arm” strategy, one 
where we envision experimenting in many settings 
and times, using experimentation to test any 
chance we might want to try. Any given trial might 
not yield policy useful results, but the collection of 
trials that are part of this “strategy” together can, 
over time, create the evidence base for answering 
important “what works” questions that respond to 
both the programmatic and temporal complexity 
problems described earlier.  

While a three- or more-arm design will 
accomplish learning through experimental tests of 
given program features, a factorial design will add 
cross-factor interactions to the list of things we can 
estimate impacts on. To a certain extent, the 
factorial design (A, B, A+B, C) can be an efficient 
use of a research sample; it does so in support of 
more questions than might be essential. We gain, 
at the cost of less precision on some treatment 

contrasts/comparisons, the ability to answer more 
questions about mixed conditionality (the relative 
marginal effects of two factors). If untreated 
samples can be pooled, then sample size is 
increased; but the contrast “to what” becomes 
murky because of the blend of true control cases 
and unexposed treatment cases that fall into that 
pool. I have concluded that the factorial design, 
therefore, is not as good for understanding 
program complexity as “flat” multi-arm designs for 
this reason. 
 
Conclusion	
  

As this paper has argued, issues of programmatic 
and temporal complexity create challenges for 
evaluators.  The questions we want answered 
about such complex programs are complicated as 
well:  while we are interested in the overall effect 
of richly-configured programs, we are also 
interested in how specific ingredients contribute to 
the overall recipe.  Designed to respond to basic 
“what works” questions, my (Peck, 2003) 
approach provides a solid underpinning for some 
future extensions that can respond to needs for 
information about social programs in a more 
complex world.  I have posited that using a 
continuous measure of program mediators is one 
possibility that overcomes the sometimes-
awkward decision of making a subgroup indicator 
discrete:  when two or three groups are not easily 
sliced from across a predicted continuous 
mediator, retaining the continuous score may 
allow retaining useful information that can inform 
the effects of that mediator on the outcome.  
Moreover, methods in addition to regression-
based prediction—such as cluster analysis or latent 
class analysis—hold promise for identifying more 
complexly-measured mediators, where those 
mediators are composites of various program 
features.   To the extent that such specific 
groupings can be identified through these 
methods, the ensuing analysis could be useful in 
informing “what works” questions.  Extending 
ASPES to accommodate multiple mediators is 
another useful direction to pursue.  But, as I argue, 
innovating and expanding in evaluation design is 
my preferred approach for evaluating complexity:  
if we could integrate experimentation into 
common program practice, then we would be in a 
position to learn continually and, over time, amass 
sufficient evidence to be confident about which 
elements of multi-faceted programs are the ones 
that should be replicated as opposed to the ones 
that need retooling or retiring. 
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I acknowledge that I come to this discussion 
with a bias:  I strongly prefer randomized 
experiments for their ability to provide 
information about the causal effects of the policies, 
programs and interventions we run.  Colleagues 
across this evaluation aisle will emphasize that 
non-experimental methods might be more 
appropriate for some kinds of questions, 
particularly those having to do with “complexity” 
where it seems a stretch to experiment.  While I 
firmly concur that varied questions demand varied 
methods, questions about causality imply 
experimentation.  As a result, this paper has 
explored how to extend experimental methods for 
understanding causality and complexity.   

Even colleagues on my side of the evaluation 
aisle will criticize that only the first-stage analytic 
results—those representing the effects on 
predicted subgroups—are free from bias and that 
the results of interest (on actual subgroups) derive 
through assumptions, which may or may not be 
reasonable.  Again, while I recognize this criticism, 
I would respond that—until other methodologists 
come up with any better options—this is the best 
we’ve got.  That is, the past decade has seen a clear 
increase in demand for answers to what works 
questions, with the ASPES approach, established 
in my prior (Peck, 2002, 2003) work, being the 
one approach—certainly among many options (see 
Peck, 2013)—that uses the experimental design 
and retains the experimental treatment-control 
contrast to inform those answers.  As such, it 
provides the ideal springboard for extensions that 
make the approach more flexible to more 
situations, including those about complexity 
discussed herein.  In the end, this paper provides 
just the beginning of a roadmap for exciting 
innovations that can enhance the tools that 
evaluator use to explore “what works” so that 
policymakers and practitioners can base their 
future directions on solid evidence. 
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