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Abstract 

SIFT and SURF image matching were used in many industries such as survey and mapping, geology, medical 

and automotive. Multispectral sensors offered today become new challenge for researchers to study the 

performances of SIFT and SURF algorithms on multispectral image. Basically, multispectral image consists of 

more than three bands. As a result, the differences between those bands leads to nonlinear intensity between 

images. Both algorithm detectors using ‘blob detector’ that extracting the feature points as a key point for 

image matching later on. Hence, the less visibility of the feature on the multispectral images was one of the 

issues need to be solved. Many researchers investigate and propose a new strategy to extract and match the 

feature point using SIFT and SURF on multispectral image. The image fusions, combinations of different 

descriptors and revised or alteration of the algorithm themselves were among the approached taken by 

researchers in order to achieved good results. 
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1. Introduction 

The Inspirations from human vision helps researcher 

on understanding and develops the computer vision 

(CV) to detect object on the image [1] and [2]. CV 

understandings make the stereoscopic images 

transform into 3D display format [3]. Determination 

of height or depth for an object in the image require 

conjugate point. Conjugate points can be either 

manually or automatically extract using algorithm. 

There were many algorithms proposed by 

researchers. One of the establish feature points 

extraction were namely Scale Invariant Feature 

Transform (SIFT) proposed by [4]. These algorithms 

were invariant to scale, rotation and illumination of 

the images. SIFT consists of two main strategy where 

firstly all the feature points candidates were extracted 

by detector. Second, all the feature points selected 

earlier will be provided by its descriptions using 

descriptor in SIFT [5]. The descriptions will be used 

as an identification for each feature point candidate 

in image matching later on. Speed-Up Robust Feature 

(SURF) algorithm was another feature extraction in 

CV. SURF developed by [6] was basically inspired 

by SIFT technique in reducing the complexity for fast 

computations. Nowadays, researcher were not only 

focuses in RGB spectral image, but open to wider 

spectral such as Red, Red Edge, and Near Infrared [7] 

[8] [9] [10] and [11]. In additions, multispectral 

images also been used in geomatics and surveying 

fields such as vegetation cover estimations, tree 

counting and costal three dimensional modelling [12] 

[13]. Hence, this situation needs to be discovered by 

researchers (image matching in multispectral 

images). This situation become a challenge for 

researchers to analyse SIFT and SURF algorithms 

performance in multispectral images. The strategy, 

performances and the results are discussed in this 

paper. 

 

2. SIFT and SURF Image Matching  

2.1 Feature Points Extractions (Detector) 

Feature points extraction began with detection 

computations. Detector is the tools for finding the 

interest point on the images that will act as feature 

points candidate later on. In SIFT algorithm, there 

were three stages in extracting the feature points. 

First, the image was regenerating into several 

octaves. At the same time, those images being blurred 

using Gaussian blur operator across octaves [14]. 

Equation 1 illustrates blurred image (Laplacian of 

Gaussian) algorithm [15]. 

 

𝐿(𝑥,𝑦,𝜎), = 𝐺(𝑥,𝑦,𝜎) ∗  𝐼(𝑥,𝑦) 

Equation 1 
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L is representing Laplacian of Gaussian image. G is 

representing the Gaussian first image of blurring and 

I is equal to original image; where the x, y are the 

location coordinates and 𝜎  is the parameter of the 

scale (the greater the value of the sigma the blurrier 

the image). Equation 2 illustrates gaussian blur 

operator algorithm [16]. 
 

𝐺(𝑥,𝑦,𝜎) =
1

2𝜋𝜎2
𝑒−(𝑥2+𝑦2) 2𝜎2⁄  

Equation 2 

 

In order to extract the feature point candidate, the 

Gaussian images were subtracted between them. 

These are called Difference of Gaussian image 

(DoG). The used of DoG technique was actually an 

improvement from Lindeberg method where the DoG 

was approximated to scale-normalized Laplacian of 

Gauss [17]. Equation 3 illustrates difference of 

gaussian (GoG) algorithm [4]. 
 

𝐷(𝑥, 𝑦, 𝜎) = 𝐿 (𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎) 
 

Equation 3 

 

Next, all the DoG images being overlay to determine 

the potential feature points. The total of eight (8) 

neighbouring pixel surrounding the feature point 

were taken into account as well as the upper and 

lower scale. The point candidates of feature point 

were selected, if it is local extrema as illustrated in 

Figure 1.  
 

 
Figure 1: Finding Feature Point by Local Extrema [3] 

 

Finally, the feature point candidates were localized 

by removing noise using Taylor series expansion of 

scale space. Hessian Matrix of 2x2 (H) were used to 

discriminate the edges feature. On the other hand, 

SURF used the intermediate image namely integral 

image as a medium to extract the feature points. The 

integral image in SURF were simplified the 

complexity of SIFT algorithm detector [18]. The 

original image is converted into the integral image by 

Equation 4 (Integral image equation) [5]. 
 

𝑖𝑖 (𝑥, 𝑦) = ∑ 𝑖(𝑥′, 𝑦′)

𝑥′≤𝑥,𝑦′≤𝑦

 

Equation 4 
 

Basically, SURF detector applies Hessians Matrix to 

extract feature points candidate. SURF detector 

upgrades SIFT detector into another level where the 

points extraction made through scaling and 

localisation simultaneously [19]. The identification 

of candidate feature point was made using filter 

algorithm on integral image that makes the 

computations faster than SIFT technique.  

 

2.2 Feature Point Descriptions (Descriptor) 

Both SIFT and SURF algorithms have same 

conception where the descriptions of feature point 

being used as an element for image matching later on. 

The descriptor was used as a finger print or identity 

for each feature point extracted by detector. 

Descriptions carry two important element which the 

value of gradient magnitude and its orientations [4]. 

Equation 5 and Equation 6 illustrate gradient 

magnitude formula in SIFT and orientation 

computation in SIFT respectively [17].   
 

2 2

( , ) ( ( 1, ) ( 1, )) ( ( , 1) ( , 1))m x y L x y L x y L x y L x y= + − − + + − −  

Equation 5 

 
 

𝜃(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)

𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)
)         

 

Equation 6 
 

Descriptor contains magnitude and orientation values 

which are stored in bins. In the application of SIFT, 

Histogram of Gradient (HoG) are used and the values 

are stored in histogram bins. It is using 4x4 matrix 

per window containing eight (8) directions for each 

sample. As a result, SIFT containing 128 bins for 

each feature point descriptions as illustrated in Figure 

2. One important thing, all the description for SIFT 

technique were computed from DoG image. SIFT 

descriptor was complexed and requires large 

information to be stored. As a result, the duration of 

image matching computation becoming longer in 

terms of computation performances [21]. Next, 

SURF descriptions using Haar-wavelet technique 

where the description for each feature point were 

compute from the integral image, not in original 

image [22]. Equation 7 illustrates component in 

SURF descriptions algorithm [23].  
 

, , ,vsub dx dy dx dy =       

 

Equation 7 
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Figure 2: Descriptions in SIFT [20] 

 

 (a) 

 (b) 
 

Figure 3: Image matching; a) without RANSAC, b) with RANSAC [25] 

 

Descriptions in SURF containing four component 

where the first two were component based from 

gradient magnitude and the remaining two were 

orientations of both summation of X-directions and 

Y-directions [22]. Therefore, the SURF descriptions 

store only 64 bins (dimensional feature vectors). 

 

2.3 Feature Points Matching  

SIFT and SURF algorithms provides an information 

of feature points and its descriptions. In image 

matching, the identical feature point in first image 

must be match correctly in another image. Hence the 

Random Sample Consensus (RANSAC) is one of the 

model fitting analyst for image matching 

computations [24]. RANSAC were used on many 

image matching applications such as in image 

stitching [25], face recognitions [26] and in deep 

space exploration [27]. RANSAC will estimate the 

model parameter and filtered the outliers (gross error) 

of feature matching. Next, recomputed the sample 

data using least squares technique. In other words, 

RANSAC used iterative method to filter the feature 

matching points from the given sampled data [28]. 

As an example, two stereopair images were tested 

for image matching “with and without” RANSAC 

algorithm as in Figure 3. Upon application of 

RANSAC, incorrect matches in Figure 3(a) were 

omitted to produce perfect feature matches as in 

Figure 3(b).  Fast Library for Approximate Nearest 

Neighbor (FLANN) was another example of feature 

matching algorithm. FLANN matcher advantage was 

optimizing a fast nearest neighbor detection in huge 

data sample [29]. It is also comparing and computing 

the ratio of similarity using Euclidian distance by 

certain value of distance ratio [30]. In conclusion 

SIFT and SURF feature matching performances were 

not good enough to give good matching result [15] 

and [31]. Thus, both of the algorithms need supports 

from matcher algorithms like RANSAC or FLANN 

feature matching to eliminates outliers matching 

data. 

 

3. Multispectral Image Matching 

Multispectral images contained various range of light 

spectrum that forming more than three bands [32] 

[33]. There are many fields benefited from 

multispectral image for examples agriculture, 

geological mapping and remote sensing [34] [35] and 

[36]. Imaging with various spectrum can lead to non-

linear intensity between images [37]. 
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Other than that, multispectral images produced from 

satellite imager were multi-temporal, multi-

perspective and also acquired from different sensor 

in certain cases [38]. Sufficient amount of sun 

illuminations during data captured also needed to 

produce good multispectral images [39]. Due to 

illumination and contrast variation in multispectral 

image, the performance of descriptor in SIFT alone 

was not very good. Hence, In remote sensing field, a 

fusion of SIFT and Gabor feature extractions were 

proposed [40] [41]. Gabor filter performs well on 

extracting features in urban and tree areas [42]. As a 

result, fusion between SIFT and Gabor filter 

descriptors gave a good result. In additions, 

combination of SIFT detector and Edge Oriented 

Histogram (EOH) descriptors techniques were used 

in image matching between visible (VS) and Long 

Wave Infrared (LWIR) [43]. Since difference bands 

being applied, the misalignment of the features 

between those images were happened. At the same 

time, combination of visible image and other spectral 

bands were improving the visibility of the features on 

the image as in Figure 4. The descriptions in EOH is 

focusing in targeted edge with calculation of its 

direction or orientations with certain range of angle 

and the values were stored in histogram bins. EOH 

descriptor were based on region information (local 

edge directions) [44] [45],  thus, it gave advantage for 

matching later on rather than extracting feature point 

using it’s pixel information (other descriptor 

techniques). 

Not only in satellite images, those situations can 

also be found in multispectral camera images. Thus, 

combination of Local Contrast magnitude (LC) 

descriptor and SIFT (LC-SIFT) was proposed by [46] 

to cope with non-linear intensity issues in 

multispectral image. LC descriptor focusing the edge 

of the feature in image where it uses the minimum 

and maximum grey levels to estimate the magnitude. 

Hence, LC-SIFT is actually the fusion of SIFT 

detector with LC descriptor to form a new hybrid CV. 

The proposed LC-SIFT were robust to non-linear 

intensity issues. Hence, it can be said that the bands 

fusion was another strategy in faces above issues. 

The image fusion between RGB-NIR as in Figure 5 

was made in order to improve the visibility of 

features in multispectral image [47]. 

  

 
 

Figure 4: Image matching of SIFT and EOH descriptor in multispectral LWIR image [42] 
 

 
 

Figure 5: RGB and NIR images [45] 
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Figure 6: Local extrema difference between SURF and N-SURF [49] 

 

SURF matching technique also facing difficulties on 

extracting the correct matches. In certain cases, 

SURF algorithm being upgraded into Normalized-

SURF (N-SURF) for better matching results. As 

shown in Figure 6, Local extrema detection structure 

in N-SURF slightly different with conventional 

SURF where all the amount of feature were equally 

extracted across different scene and bands [48]. In 

order words, the N-SURF extracts the feature points 

candidates using 3 by 3 neighbouring points on a 

single scale space. After that, the features were only 

selected if the cumulative distribution function CDF 

of the feature is consistent.  

Last but not least, SIFT and SURF have been used 

in many CV applications especially in performing the 

automatic tie point extractions for three-dimensional 

model development [50], multispectral image 

registration which is generating image fusion 

between RGB and other bands [51], object 

recognition [52] and medical investigation of x-ray 

images [53]. It shows that not all situations where 

SIFT and SURF algorithm failed to extract the 

feature point in multispectral images. It depends on 

the characteristics of feature on the image 

themselves. Images containing ‘round feature shape’ 

like vegetation, shrubbery area and etc were suited 

with ‘blob’ detectors (SIFT and SURF) since it more 

efficient on those conditions [54] [55] and [56].  

SURF detectors performed efficiently in 

multispectral face recognitions where the 

combinations of conventional SURF detectors and 

FREAK descriptions extracted highest number of 

feature matching compare others algorithms [57]. 

Micasense RedEdge multispectral images also been 

tested using SURF techniques and achieve less than 

one pixel of RMSE when its combined with MSAC 

matcher algorithm [58].  

 

4. Conclusions 

In conclusions, SIFT and SURF algorithm consist of 

two parts, detectors and descriptors. The detectors for 

both algorithms were based on blob detectors. Both 

descriptors were based on two separated values 

(gradient of magnitude and its orientation). SIFT 

descriptor was more complex and containing 128 

bins for each feature points. SURF descriptor carries 

only 64 bins which make the computation faster. At 

certain cases, both algorithms performances were not 

very good when multispectral images being used. 

However, the used of other matcher like RANSAC, 

FLANN or MSAC may reduce the miss match 

feature point issues. The combination of other 

descriptors like EOH and FREAK also helps both 

SIFT and SURF matching well performed. In remote 

sensing fields, the cross-band matching for 

multispectral images are important in order to 

produce fusion image for further study. Hence, the 

use of SIFT and SURF as matcher algorithm are the 

solutions. Other than that, SIFT and SURF were also 

capable to improved visibility of features in non RGB 

images by combining the RGB with other 

multispectral images. In my opinion, both SIFT and 

SURF are important algorithms to be learn and 

understand well because these CV algorithms are 

located in between conventional CV(s) and new 

modern CV(s). Indirectly, a comprehensive 

workflow on fundamental CV technology can be 

traced and digest. For future work, Multispectral 

three-dimensional model from SIFT and SURF 

technique are needed to be carried out in order to find 

out the model’s accuracies. 
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