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Abstract 

The random forest (RF) algorithm is among the most commonly applied machine learning algorithms in 

remote sensing. In this study we tested a new approach to improving the accuracy of RF algorithm when 

applied to multispectral derived bathymetry by increasing predictor numbers and improving hyperparameter 

tuning. This approach goes beyond previous work that only applied an auto-tuning hyperparameter and 

linearized reflectance. We tested our experimental approach on the Gili Islands of Indonesia by comparing 

the optimized RF to basic RF algorithms used to determine water depth from multispectral imagery. The 

findings of this study indicate that the optimized RF approach was particularly advantageous in high-

dimension data: errors in water depth prediction accuracy improved by 46% after optimization.  

 

 

1. Introduction 

The Random Forest (RF) algorithm is a machine 

learning approach that belongs to the multiple 

decision tree learning family (Breiman, 2001). It has 

been widely used to solve problems related to 

remote sensing data since it can deal with regression 

or classification but is sensitive to the identification 

of critical variables and proper sampling design 

(Belgiu and Drăgu, 2016). Recent research has 

explored new modifications and applications of the 

algorithm for remote sensing, including modifying it 

to resolve issues with out-of-bag cross-validation 

(Cánovas-García et al., 2017) and applying it to land 

cover identification (Smith, 2010), urban tree space 

(Chen et al., 2017), Antarctic moss health (Turner et 

al., 2018), biomass (Mutanga et al., 2012) and 

bathymetry (Manessa et al., 2016). 

The feasibility of deriving bathymetric 

information that estimates from remote sensing 

imagery was first demonstrated using aerial 

photographs over clear shallow water (Lyzenga, 

1978). The technique has been expanded to include 

the use of passive optical multi-spectral satellite 

imagery. The basic concepts of multi spectral derive 

bathymetry (MDB) method is based on the simple 

assumption of a linear relation between water depth 

and surface reflectance (Lyzenga, 1978 and Stumpf 

et al., 2003).  

Compared with conventional survey methods, 

MDB is a preferred approach due to the efficiency 

of extracting depth data from shallow-water areas 

using multispectral imagery (e.g., Landsat series, 

SPOT-6, WorldView series, or Quickbird). The 

empirical MDB approach is preferable due to its 

simplicity, as it uses a simple linear regression 

(Lyzenga, 1978 and Stumpf et al., 2003), although 

this is based on several unrealistic assumptions 

(homogeneous bottom substrate and water quality). 

For this reason, advanced statistical models such as 

generalized adaptive models (Kanno et al., 2011), 

support vector machines (Mohamed et al., 2017 and 

Mohamed and Nadaoka, 2019) and RF analyses  

(Manessa et al., 2016 and Mohamed and Nadaoka, 

2019) have been used to address the issue and 

improve depth prediction accuracy.  

We first implemented the RF approach for MDB 

in a previous study with promising results (Manessa 

et al., 2016). Subsequently, compared RF with other 

MDB methods, revealing that a semiparametric 

regression using depth-independent variables and a 

spatial coordinates algorithm (Kanno et al., 2011) 

performed much better than RF but had a longer 

processing time. However, the RF algorithm can be 

a useful alternative because of its shorter processing 

time and higher accuracy when compared with other 
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MDB methods (Lyzenga, 1978, Mishra et al., 2005, 

Mohamed et al., 2016, Mohamed and Nadaoka, 

2019 and Stumpf et al., 2003).  

Despite this improved accuracy, such previous 

work (Manessa et al., 2016, 2018) has ignored two 

issues: (1) use of auto-tuning hyperparameters 

(number of trees, mtry, sampling size, and node 

size) that are not consistently effective and (2) the 

fact that multispectral imagery has a limited number 

of bands that can be used as predictors, while the RF 

algorithm works well with high-dimension data. 

Moreover, Stumpt et al., (2002) and Kanno et al., 

(2011) proposed a modified variable based on 

images’ band values (i.e., reflectance ratio, modified 

linearized reflectance, and bottom invariance index) 

that showed a positive result for MDB. This 

modified variable can be used to increase the 

number of predictors. With this in mind, in this 

study we tried to optimize the RF algorithm for 

MDB by manually tuning the hyperparameters and 

adding several modified variables, using SPOT-7 

imagery with 6 m spatial resolution at nadir. 

 

2. Materials and Methods 

2.1 Study Area and Data Sets 

We conducted our MDB analysis around 

Indonesia’s Gili Islands, located in the central 

portion of the Java Sea approximately 50 km north 

of Lombok Island (between 8º 21 00 to 8º 22 30 

S and 116º 1 00 to 116º 5 30 W, Figure 1). The 

islands’ coastal morphology consists of cliffs, small 

bays, and a narrow coastline, while the diverse 

bottom substrate in this coral reef environment 

(Case 1 water) varies between hard coral, soft coral, 

dead coral, dead coral with algae, rubble, sand, and 

seagrass. This diversity makes the area an ideal 

representative of shallow-water areas for MDB 

studies.  

 
Figure 1: Study setting relative to (A) Indonesia and (B) Lombok Island; (C) True-colour SPOT-7 imagery 

and depth measurement points (red dots) 
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We used SPOT-7 multispectral imagery for the 

study area collected on 28 July, 2018 (Figure 1), 

using a 1B level that passed geometric correction 

with four wavelength bands: Blue (0.455–0.525 

μm), Green (0.530–0.590 μm), Red (0.625–0.695 

μm), and Near-Infrared (0.760–0.890 μm). Prior to 

further use, the raw SPOT-7 image was passed 

through radiometric and atmospheric correction pre-

processing following methods previously defined in 

Manessa et al., (2017).  

From 22–28 July, 2018, water depth data were 

collected using the single beam echo-sounder along 

the coasts of the Gili Islands by the Remote Sensing 

Application Centre team of the Indonesian National 

Institute of Aeronautics and Space and the 

Indonesian Navy’s Hydrographic and 

Oceanographic Centre. The maximum water depth 

in the survey area reached ~60 m, but this study 

used about 10,000 water depth points ranging from 

0.2–30 m (Figure 1). The depth measurements were 

referenced to the tidal datum (Lowest Astronomical 

Tides) and adjusted to tide level during satellite over 

flight before further use.  

 

2.2. Random Forest Algorithm 

The primary input in MDB is multiple linearized 

reflectance created from multispectral visible bands. 

Lyzenga (1978) showed that bottom reflectance 

could be assumed as an approximately linear 

function of bottom reflectance and an exponential 

function of the water depth. The natural logarithm 

function of the reflectance value was added to 

linearize the attenuation effect concerning depth. 

Thus, a transformed reflectance (X) can be built. In 

this linearization step, the Lyzenga method also 

engages noise correction using the average value of 

deep-water pixel radiance (Lyzenga, 1981). The 

equation for linearizing reflectance can be expressed 

as: 

𝑋𝑖 = 𝑙𝑜𝑔 (𝜌𝑐𝑖
− 𝜌𝑐̅∞,𝑖

) 

Equation 1 

 

where 𝜌𝑖  is observed spectral reflectance and 𝜌∞𝑖 

represents the water depth-averaged reflectance at 

band i. From this basic linearized reflectance, we 

propose several new modified variables as follows.  

Theoretically, the relationship between depth 

and linearized surface reflectance should be linear 

but noise can cause a non-linear condition (Lyzenga, 

1978). Manessa et al., (2016) proposed a new 

approach to determine the nonlinear relation 

between depth and linearized reflectance (an RF 

algorithm). RF for nonlinear regression is formed by 

growing trees dependant on a random vector such 

that the tree predictor takes on numerical values as 

opposed to class labels (Breiman, 2001). Then, the 

depth estimation formula can be written as: 

 

ℎ̂ =
1

𝑚
∑ 𝑊𝑗(𝑋𝑏𝑙𝑢𝑒 , 𝑋𝑏𝑙𝑢𝑒

′)𝑚
𝑗=1 +

1

𝑚
∑ 𝑊𝑗(𝑋𝑔𝑟𝑒𝑒𝑛 , 𝑋𝑔𝑟𝑒𝑒𝑛

′)𝑚
𝑗=1 +

1

𝑚
∑ 𝑊𝑗(𝑋𝑟𝑒𝑑 , 𝑋𝑟𝑒𝑑

′)𝑚
𝑗=1  +  𝜀  

 

Equation 2 

 

where 𝑊𝑗(𝑋𝑖 , 𝑋′) is the non-negative weight of the ith training point relative to the new point x' in the same 

tree, and m is a number of the tree. 

 

Table 1: Modified predictors 

New Variables Equation Source 
Band ratio 𝑋𝑟𝑎𝑡𝑖𝑜, =  𝑋𝑏𝑙𝑢𝑒 𝑋𝑔𝑟𝑒𝑒𝑛⁄   

 

Stumpt et al., (2003)  

Modified linearized 

reflectance 
𝑋̂𝑖 = 𝑙𝑜𝑔(𝜌

𝑖
− 𝛼0 − 𝛼1𝜌

𝑁𝐼𝑅
)  

𝑌̂𝑖  ≡  𝑒𝑥𝑝(𝑋̂𝑖)
−1

 

𝑍̂𝑖  ≡  𝜌
𝑐𝑁𝐼𝑅 

𝑒𝑥𝑝(𝑋̂𝑖)
−1  

where 𝛼0,1 = coefficients from deep water 

                   i = blue, green, red 
 

Kanno et al., (2010) 

Depth-invariance index 𝑌𝑖𝑗 =  𝑋𝑖 −  
𝑘𝑖

𝑘𝑗

 𝑋𝑗  

where    i, j = blue, green, red 

         
𝑘𝑖

𝑘𝑗

= 𝑎𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡 

Lyzenga (1978) 
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2.2.1 Modified variables 

The first modified variable consisted of band ratios 

proposed by Stumpt et al., (2003) to solve the 

problem of mapping shallow-water areas with 

significantly lower reflectance than adjacent areas. 

The second modified variables were based on 

linearized reflectance (Lyzenga, 1981) but were 

improved by adding the concept of relaxing 

uniformity assumption for the water and 

atmosphere. The third modified variable was a 

combination of two bands independent of depth and 

representing an index of bottom type (Lyzenga, 

1978) known as the depth-invariance index. 

In total, 15 predictors (3𝑋𝑖  + 3𝑋̂𝑖 + 3𝑌̂𝑖 + 3𝑍̂𝑖 + 

1𝑋𝑟𝑎𝑡𝑖𝑜  + 2𝑌𝑖𝑗 ) were used (Table 1), then 32,769 

different pairs of predictor were tested to evaluate 

the effective number of predictors. As a further test 

of each model’s efficiency, a cross-validation 

experiment (70% training, 30% test) was performed 

over 10 iterations. For each batch, the model 

prediction accuracy was evaluated using two 

statistical keys: coefficient of determination (r2) and 

root mean square error (RMSE).  

2.2.2 Tuning hyperparameters 

RF performance strongly depends on 

hyperparameter settings (Breiman, 2001) including 

number of trees, mtry, sampling size, and node size. 

This study used the “tuneRanger” package for r 

developed by Probst et al., (2018), a simple code for 

automatic tuning of the RF algorithm. This strategy 

uses model-based optimization with three 

parameters: node size (minimum), sampling size, 

and mtry, all tuned at once. However, this package 

excluded tree number from the tuning. As Probst et 

al., 2019 explained, variations in tree number do not 

need to be tuned; setting this to the highest range 

will improve the performance. 

 

3. Results and Discussion 

Increasing the number of predictors significantly 

increases the accuracy (high r2 and low RMSE), 

with values ranging from 0.3–0.98 and 1–5 m for r2 

and RMSE, respectively (Figure 2). Moreover, a 

smaller number of predictors resulted in more 

variable accuracy but stabilized after reaching six 

predictors.  
 

 
Figure 2: Correlation between accuracy and number of predictors for the RF model 
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Table 2: Accuracy assessment of depth prediction by different approaches 
 

Case 

Number 

of 

predictors 

Hyperparameter 
CPU 

time 

Accuracy 

ntree mtry 
Sampling  

size 
Node size RMSE r2 

Case 1: standard predictor  

& auto-tuning (Basic) 
3 500 2 0.632 5 

5 s 1.45 m 
0.95 

Case 2: standard predictor  

& manual tuning 
3 1,000 6 0.894 2 

4 m 

27 s 
1.03 m 

0.97 

Case 3: predictor enhancement  
& auto-tuning 

15 500 2 0.632 5 
12 s 1.1 m 

0.97 

Case 4: predictor enhancement & 

manual tuning (Optimization) 
15 1,000 5 0.897 2 

10 m 

41 s 
0.78 m 

0.98 

 

The before and after performance of tuning the 

hyperparameter settings and number of predictors 

(Table 2) shows that the basic setting with three 

predictors (linearized reflectance of blue, green, and 

red bands) and auto-tuning the hyperparameter 

achieved a prediction accuracy of 1.45 m RMSE 

and 0.95 r2. Adding a hyperparameter optimization 

to the basic case improved the accuracy by 0.42 m 

RSME and 0.02 r2, while increasing the number of 

predictors showed less improvement (by 0.35 

RSEM and 0.02 r2). The best performance was 

achieved when predictor numbers and 

hyperparameters were tuned, with greater 

improvements in accuracy (by 0.67 RMSE and 0.03 

r2).  

This study is the first to determine the 

performance of RF under such optimization 

conditions. Given that the addition of model tuning 

has improved prediction accuracy in the past in this 

location (Manessa et al., 2018), these error 

reductions were expected. Another reason for the 

improved performance when compared with the past 

study was the close time gap between survey and 

image acquisition. Although the sea floor 

topography was assumed to be constant under a no-

hazard condition, we found that a smaller time gap 

still produced the best prediction result.  

Increasing the number of predictors resulted in 

24% less error in predicting water depth and 

improved the classification result, supporting past 

study results (Kanno et al., 2010 and Smith, 2010). 

It should be noted that understanding the imagery’s 

spectral characteristics is crucial to developing a 

new predictor. While the hyperparameter tuning 

process created 29% less error, past RF studies 

showed an identical result and recommended 

applying the tuning step (Mutanga et al., 2012, 

Smith, 2010 and Svetnik et al., 2003). This process 

is easy to add to the processing of an RF model 

because it is not time-consuming.  

 

 

 

4. Conclusions 

We demonstrated the potential of an RF 

optimization algorithm for extracting water depth 

from multispectral imagery. This was performed in 

two steps: improvement of predictors and tuning 

hyperparameters. Applied individually, the latter 

contributed more than the former, but the 

combination of both increased prediction accuracy 

by 0.67 m (RMSE) and 0.3 (r2) compared to a basic 

RF algorithm. We therefore suggest applying this 

optimization approach to other remote sensing 

applications using RF algorithms to achieve a 

significant increase in accuracy with a process that 

is simple and not time-consuming.  
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