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Abstract 

In this study, we propose a method that can represent and analyze the spatial features of scenes in historical 

materials (field notes) related to area studies. To promote area studies research, we introduce a method to 

construct text database of area research resources using semantic web technologies. To improve accessibility 

and deepen the understanding of an area using a field note, we also introduce Latent Dirichlet Allocation 

(LDA) method. We constructed a text database using a field note written by Yoshikazu Takaya, a prominent 

researcher in Southeast Asian area studies. We show an experimental result on detected 30 topics from the 

constructed database. In this paper, we inspect the detection results and describe the advantages of the 

proposed method. 

 

 

1. Introduction 

Recently, area studies have seen remarkable 

progress because researchers can search and analyze 

large volumes of data easily and quickly using 

information technology, such as web technology, 

data analysis, and data engineering. To promote 

such analyses, researchers have published various 

databases related to area studies, such as catalogs, 

images, statistical data, and spatial and temporal 

data. For example, the Center for Integrated Area 

Studies, Kyoto University (CIAS)1 published 42 

databases related to area studies, and an overview of 

these databases has been published (Tanigawa and 

Yamamoto, 2013). These databases primarily 

comprise catalogs of books and historical materials, 

photographs, movies and sounds related to a 

landscape and an event in a given area, and 

statistical data of an area’s feature. However, 

databases of the text of books and historical 

materials related to an area are not available. We 

believe that text data are an essential area studies 

resource. For example, field note text can include 

descriptions of sights, scenes, and customs, as well 

as latent topics or subjects that can be key elements 

to characterize an area. 

In this study, we propose a method to construct a 

database of area studies text resources. Field notes 

are an important text resource because they can 

include valuable information; however, field notes 

are rarely shared. To improve accessibility and 

improve the understanding of an area based on field 

notes, we propose text analysis and topic detection 

methods. We prepared a field note database in 

which the data unit is a description of a sight or a 

scene. We used latent Dirichlet allocation (LDA) to 

detect latent topics. In LDA, each text can be 

considered a mixture of various (latent) topics, and 

each topic can be considered a mixture of various 

words. The remainder of this paper is organized as 

follows. The features and structure of the field notes 

used in our analysis are described in Section 2. 

Section 3 describes the construction of the field note 

text database and the workflow of our text analysis 

method. The results of the field note text analysis 

are presented in Section 4 and discussed in Section 

5. The conclusions are given in Section 6. 

 

2. Field Notes 

We used “the field note collection 2 Sumatra,” 

which is part of the “Area Studies Archives: 

Assembled Field notes” (Takaya, 2012) authored by 

Yoshikazu Takaya, a prominent Southeast Asian 

area studies researcher. The field notes are from a 

field survey conducted from October 19, 1984 to 

January 18, 1985 on Sumatra. Figure 1 shows 

sample pages from Takaya’s field notes. The field 

notes consist of text, sketches, and photographs of 

each visited area. Note that the original field notes 

have been edited. The edited field notes include text 

transcribed from the original field notes. The edited 

field notes comprise 165,757 characters (197 pages). 

 

3.  Text structure and Text Analysis 

In this section, we describe the construction of the 

text database and the text analysis method. An 

overview of the workflow is shown in Figure 3. 

 
1In January 2017, CIAS changed to Center for Southeast Asian Studies (CSEAS) 
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Figure 1: Example field notes (left: p.2; right: p.21) 
 

 
 

Figure 2: Extraction of metadata from a field note 

 

3.1 Scene 

The structure of the field notes is shown in Figure 2. 

In each field note, the investigation of a scene or 

sight is described in chronological order. The field 

note includes a title or subject (green rectangle) and 

a date (orange rectangle). The description of each 

investigation is separated into a scene (blue 

rectangle). Note that the description of the scene 

includes distance data (e.g., 720 km), which is the 

distance value of the trip meter given by a vehicle’s 

odometer. The remainder of the field note describes 

the scene investigated on the given date.  
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Thus, we used “scene” as the data unit of the text 

database. If a place name is included in the 

description of a scene, we can know the location. 

Determining the exact position is difficult because 

the latitude and longitude values are not given; 

however, the location can be approximated. If a 

place name is not included, the given scene is 

considered to be located between the previous and 

next scenes. Thus, the scene data comprise text, 

place, and date information. 

 

3.2 Topic Model 

To characterize a scene, we done word segmentation 

and part-of-speech tagging (POS tagging), and, 

based on the results, we created a bag-of-words. 

Note that we used MeCab2, a well-known Japanese 

word segmentation library, and IPADic3, one of 

dictionaries available for MeCab. We targeted 

nouns and adjectives for extraction. Note that 

pronouns, suffixes, adverbs, adjective stems, 

conjunctional, and nonautonomous were excluded. 

In addition, we chunked consecutive nouns and 

suffixes that occurred immediately after the 

extracted nouns and “[a-zA-Z]+” sequences. Four 

nouns (“ランブータン (Rambutan),” “ジャックフルーツ 

(Jack fruit),” “キャッサバ (cassava),” and “サゴヤシ 

(sago palm)”) failed in the word segmentation and 

the POS tagging even though they occur frequently 

in the field notes. Therefore, they were included in 

the MeCab dictionary. To express extracted terms 

and their occurrence frequency, we output the result 

as bag-of-words4. 

 

3.3 Topic Model  

We used LDA (Blei et al., 2003) to detect topics in 

the field notes. LDA treats a set of terms subject to 

statistical co-occurrence as latent topics. LDA 

assumes there are multiple topics in a given scene 

and models the distributions of these topics. Figure 

4 shows a graphical representation of LDA, where 

the blue disk indicates the observation variable and 

the white disks indicate unknown variables. 

 
Figure 3: Text database creation and text analysis workflow 

 

 
Figure 4: Graphical model of LDA 

2 http://taku910.github.io/mecab/ 
3 https://github.com/neologd/mecab-ipadic-neologd 
4 https://en.wikipedia.org/wiki/Bag-of-words_model 
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The rectangles indicate iterative processes, and the 

numbers in the lower right of the rectangles (𝑁, 𝐷 

and 𝐾) indicate the number of times the process was 

repeated. Here 𝑤, i.e., the only observed variable, 

denotes the term extraction result (Section 3.1), 𝑧 

denotes topics, 𝜃  is the topic distribution for the 

scenes, and 𝜙 is the term distribution in all topics. In 

addition, 𝛼 and 𝛽 are LDA hyperparameters. When 

the number of scenes is 𝐷 and the number of topics 

is 𝐾, 𝜃𝑑 (i.e., the topic distribution of scene 𝑑 ∈ 𝐷) 

and 𝜙𝑘  (i.e., the term distribution  of topic 𝑘 ∈ 𝐾) 

are generated as follows: 

 

𝜃𝑑 ∼ 𝐷𝑖𝑟(𝛼) (𝑑 = 1, … , 𝐷), 
𝜙𝑘 ∼ 𝐷𝑖𝑟(𝛽) (𝑑 = 1, … , 𝐾) 

 

Equation 1 

 

Here, 𝐷𝑖𝑟 (⋅)  represents the Dirichlet distribution. 

The topic 𝑧𝑑,𝑖 is generated as follows: 

 

𝑧𝑑,𝑖 ∼ 𝑀𝑢𝑙𝑡𝑖(𝜃𝑧𝑑,𝑖
) (𝑖 = 1, … , 𝑁𝑑) 

 

Equation 2 

 

Here, 𝑀𝑢𝑙𝑡𝑖(⋅) is the multinomial distribution and 

𝑁𝑑 is the number of terms in scene 𝑑. In addition, 

𝑤𝑑,𝑖 can be generated as follows: 

 

𝑤𝑑,𝑖 ∼ 𝑀𝑢𝑙𝑡𝑖 (𝜙𝑧𝑑,𝑖
) 

Equation 3 

 

Note that the predictive distribution of LDA cannot 

be calculated analytically; thus, an approximation 

algorithm that can efficiently calculate the posterior 

distribution of LDA should be introduced. The 

variational Bayesian (VB) (Blei et al., 2003), 

collapsed Gibbs sampling (CGS) (Griffiths, 2004), 

and collapsed VB (CVB) (The et al., 2006b) 

methods are well-known inference methods for 

LDA. In this study, we used CGS because it realizes 

direct sampling of 𝑧𝑑,𝑖  in formula (2) by 

marginalizing 𝜃 and 𝜙. CGS also has the following 

advantages:  

 

 Because sampling of 𝜃𝑑  and 𝜙𝑘  in formula 

(1) is not required, the implementation of 

CGS is fairly simple than that of the VB 

method. 

 Learning in CGS requires a significant 

amount of iterative processing; however, the 

calculation cost per calculation can be 

reduced considerably compared with the VB 

and CVB methods. 

 The prediction performance of CGS is 

comparable to that of the CVB method and is 

better than the VB method (Asuncion et al., 

2009). 

 

Figure 5 shows the CGS procedure used in this 

study.  

 

 
 

Figure 5: Collapsed Gibbs sampling procedure 

 

In this process, 𝑁𝑑,𝑗 is the number of terms assigned 

to topic 𝑗 in scene 𝑑. 𝑧𝑑,𝑖 can be sampled as follows: 

 

𝑧𝑑,𝑖 ∼ 𝑀𝑢𝑙𝑡𝑖 (𝑝(𝑧𝑑,𝑖|𝑊, 𝑍∖𝑑,𝑖)) 

 ∝  (𝑁𝑑,𝑖 + 𝛼)
𝑁𝑘,𝑤𝑑,𝑖

+ 𝛽

𝑁𝑘 + 𝛽𝑉
. 

Equation 4 

 

Here, 𝑊  represents the terms in all scenes, 𝑉 

represents the number term types in all scenes, and 

𝛼  and 𝛽 are parameters in the Dirichlet distribution. 

Wallach (2009) reported that the performance of 

LDA can be improved when the value of 𝛼 is not 

uniform ( 𝛼𝑘 ≠ 𝛼𝑙 , 𝑘 ≠ 𝑙)  and the value of 𝛽  is 

uniform (𝛽1 = 𝛽2 = ⋯ = 𝛽𝐾) . Note that we set 

these hyperparameters according to the literature 

(Wallach et al., 2009) as follows: 

 

𝛼𝑘
𝑛𝑒𝑤 = 𝛼𝑘

∑ Ψ(𝑁𝑑,𝑘 + 𝛼𝑘) − 𝐷Ψ(𝛼𝑘)𝐷

∑ Ψ(𝑁𝑑 + ∑ 𝛼𝑘′) − 𝐷Ψ(∑ 𝛼𝑘′)𝑘′𝑘′𝑑  
 

Equation 5 

 

𝛽𝑛𝑒𝑤 = 𝛽
∑ ∑ Ψ(𝑁𝑘,𝑣 + 𝛼𝑘) − 𝐷Ψ(𝛼𝑘)𝑉𝑘

𝑉 ∑ Ψ(𝑁𝑘 + 𝛽𝑉) − 𝐾𝑉Ψ(𝛽𝑉)𝑘

 

Equation 6 

 

Here, Ψ(⋅) is a digamma function.  
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3.4 Scene Representation  

We represent a scene using the Resource 

Description Framework (RDF) data model (W3C, 

1999), and the data are stored in our database. The 

RDF is a general method for conceptual descriptions 

in web resources. Currently, the RDF is an 

important semantic web (W3C, 2015) technology 

represented by Linked Open Data (LOD) (Berners-

Lee, 2006). In the RDF data model, a resource 

relationship is represented by a statement about the 

resource in an expression of the form subject-

predicate-object (a triple). Here, the “subject” 

denotes the resource, the “object” denotes a value 

which is related to the “subject”, and the “predicate” 

denotes the traits or aspects of the resource and 

expresses a relationship between the “subject” and 

“object.”  

Figure 6 shows an example RDF graph of a 

scene, where red arrows indicate a “predicate.” For 

the data representation, we introduced vocabulary 

sets from the Dublin Core Element Set (DC) 

(DCMI, 2012), where the DC prefixes are “dc” and 

“dcterms.” In Figure 6, the subject of the scene is 

represented as “dc:title,” the date is represented as 

“dcterms:tempral,” the place name is represented as 

“dcterms:spatial,” and the description is represented 

as “dc:description.” The “subject” of the scene data 

is indicated by the blue ellipse in the upper left and 

can be represented using a Uniform Resource 

Identifier. For the scene representation, we also 

introduced an original vocabulary set whose prefix 

is “fn.” With the “fn” vocabulary set, we can 

represent the identifier of the description (as 

“fn:descId”) and detected latent topics (as 

“fn:topicClass” and “fn:term”). Here, 

“fn:topicClass” indicates the topic number classified 

by LDA, and “fn:term” indicates the term by term 

extraction method (Section 3.2).  

 

4. Experiment 

4.1 Experimental Setup 

We obtained the terms from the field note data using 

the term extraction method described in Section 3.1. 

Here, the number of terms was 19,287 among 5,666 

term types. We assumed that the number of topics in 

the field note was 30. We were able to detect topics 

using CGS (Section 3.3). Note that determining the 

sampling frequency in CGS is difficult. 
  

 
Figure 6: Scene data by RDF graph 

 
Figure 7: Procedure of collapsed Gibbs sampling 
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To evaluate the performance of LDA, we conducted 

a preliminary experiment to calculate the perplexity. 

Test data is needed to calculate the perplexity, 

however, there is no text of the same place and the 

same time written by the same author. Therefore, we 

treated one scene data removed from learning data 

as test data and could calculate perplexity of the 

situation. The calculation was applied to all scenes, 

and the average was taken as the perplexity in the 

iteration. The results are shown in Figure 7. As can 

be seen, perplexity becomes stable at approximately 

100 sampling iterations; however, tremor behavior 

continued until 800 sampling times. Thus, we 

decided to use an average of 900 to 1,000 sampling 

times as the topic detection parameters.  

 

4. 2 Scene Topics 

Figure 8 shows various terms and their 

corresponding frequency in ascending order (top 10) 

for each topic detected from all scenes in the field 

note. We can understand the feature for each topic 

by terms belonged the topic. For example, Topic 7 

has a list of terms that includes “水田  (paddy 

field),” “池  (pond),” “魚池  (fish pong)”, “集落 

(village),” etc. Topic 5 includes “オカボ  (upland 

rice),” “多い (many),” “トウモロコシ (corn),” “コーヒー

(coffee),” etc. We can easily understand the 

differences between these topics by comparing these 

term lists. However, we could not easily grasp topic 

differences in some cases. Here, there are two main 

reasons for this: (1) the meaning of topics could not 

be ascertained and (2) certain terms appear across 

multiple topics. The former case (e.g., Topics 2, 22, 

and 29) occurs when it is very difficult to 

understand the topics. LDA is a very simple 

algorithm for detecting topics by term co-

occurrences; thus, it is not always possible to 

ascertain the meaning of term co-occurrences. 

To demonstrate the second reason, we focus on 

some topics related to “水田.” For example, Topics 

1, 9, 25, and 30 include “水田” as a term; however, 

the features of these topics are quite different 

because the co-occurring terms of each topic differ. 

In other words, the difference in features indicates 

that the meaning differs depending on the situation. 

However, understanding the differences of topics is 

difficult when the co-occurrences of a term increase 

in the topics. For example, Topics 24 and 30 both 

contain the terms “ゴム (rubber)5 and “ゴム園 (rubber 

field),” etc. (some terms are not shown in Figure 8). 

As a result, it is difficult to clarify the differences 

between these two topics. Therefore, we performed 

hierarchical clustering for the topics and visualized 

the result as a dendrogram (Amorim, 2015). We 

used the weight 𝑤𝑒𝑖𝑔ℎ𝑡(𝑡𝑖,𝑘) of term 𝑘 in topic 𝑖 as 

the element of the feature vector of the topic, and 

calculated using Ward’s criterion as the linkage 

criterion between topic clusters. Here, 𝑤𝑒𝑖𝑔ℎ𝑡(𝑡𝑖,𝑘) 

represents the weight of term 𝑘 in topic 𝑖, and we 

used the frequency of the term as the value. The 

results are shown in Figure 9. According to the 

results, we can estimate the following:  

 

 Topics 24 and 30 may relate to rubber (tree), a 

rubber field, and a field around a rubber field. 

 Topics 5, 27, 8, and 12 may relate to the 

situation and use of farmland around a village, 

where Topics 8 and 12 may relate to sight of 

waterside relative to Topics 5 and 27. 

 Topics 14 and 28 may relate to the state of a 

town. 

 Topics 11, 18, and 17 relate to land use 

(including coco and sago palm) on the waterside. 

 Topics 1 and 25 may relate to the appearance of 

agricultural work. 

 Topics 7, 26, and 9 may relate to a wetland and 

paddy field. 

 

A serious analysis of topic detection will appear as a 

research result of area studies. 

 

4.3 Topics of Terms  

Figure 10 shows the variance of topics in the top 15 

frequent terms and their total number. From the 

results shown in Figure 8, we can grasp the features 

of each topic using the terms detected as the topic. 

Figure 10 shows an assigned topic of a term for all 

scenes. According to the results, we can ascertain 

the following: 

 

 Almost of term “サゴ  (sago palm)” were 

detected as Topic 11, which may be related to 

waterside land use.  

 The term “家 (house)” is assigned to Topics 12 

and 27. There are some terms assigned to Topic 

12, such as “多い (many)” and “周り (around).” 

Some terms, such as “多い (many),” “ココヤシ 

(coco palm),” “水田 (paddy field),” “ゴム

(rubber),” “コーヒー (coffee),” and “周り
(around)” are assigned to Topic 27. The 

detection results indicate that the meaning of “家 

(house)” changes depending on the given scene. 

 “水田  (paddy field)” is assigned to various 

topics, such as Topics 1, 7, 25, 27, and 30. We 

infer that a paddy field is an important item 

that can characterize a landscape or scene on 

Sumatra. 
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5The “rubber” means rubber as an agricultural crop. 

 
 

Figure 8: Topic detection results 
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Figure 9: Topic clustering results 

 
 

Figure 10: Topic spreading for term 
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Figure 11: An example of topics for each scene 

4.4 Scene Comparison 

LDA can reflect the analysis result (i.e., the 

detection result) in the analyzed text; thus, we can 

confirm the result, unlike with principal component 

analysis (PCA) (Jolliffe, 2002). Figure 11 shows a 

part of the results for the topics assigned to terms in 

each scene, where an underlined string indicates an 

extracted term and number in parentheses indicate 

the assigned topic number. For example, the term 

and detected topic of the scene beginning with 

"830km: Bakauhumi” are “Bakauhumi (a place 

name)”: 12, “ココヤシ (coco palm)”: 27, “チョウジ 

(clove)”: 27, “バガン (scaffold for fishing)”: 12, “マン

グローブ (mangrove)”: 12, “下 (bottom)”: 5, “前面 

(front)”: 16, “多い (many)”: 12, “家 (house)”: 12, “

斜面  (slope)”: 5, “櫓  (scaffold)”: 16 and “海 

(ocean)”: 12. From this result, if the scene can be 

characterized by the detected topics and their 

frequencies, we can obtain {Topic 5: 2, Topic 12: 7, 

Topic 16: 2, Topic 27: 2} as a bag-of-words. Using 

the bag-of-words, the similarity between scenes 𝑑1 

and 𝑑2 can be expressed as follows: 

 
𝑠𝑖𝑚(𝑑1, 𝑑2)

=
∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑧1,𝑘) ⋅ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑧2,𝑘)𝑘

√∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑧1,𝑘)
2

𝑘 ⋅ √∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑧2,𝑘)
2

𝑘

   

 

Equation 7 

 

Here, 𝑤𝑒𝑖𝑔ℎ𝑡(𝑧𝑖,𝑘) indicates the weight of topic 𝑘 

in scene 𝑑𝑖, and we used the frequency of the term 

in the scene as the weight value. For example, by 

calculating the similarity of the above scene to other 

scenes using formula (7), we obtained the following 

scenes:  

 sim=0.950654, date: Oct 26, id=383, “32.5km: 

ココヤシの多い集落。” 

 sim=0.950656, date: Oct 19, id=9, “90km: 西

海岸に来る。マングローブあるが、その背

後にはココヤシ多い。” 

 sim=0.949866, date: Jan 6, id=1185, “68.2km: 

山の上の村。クミリが大変多い。対岸には

オカボの実ったものが見えている。チョウ

ジもある。” 

 sim=0.870228, date: Oct 19, id=5, “54km: こ

のあたりよりチョウジ多くなる。その下を

時に耕している。トウモロコシを植えるら

しい。” 

 

According to the field notes, Takaya visited 

Pekanbaru four times. Figure 12 shows the trip 

routes, and an overview is given as follows: 

 (October 23 to 26) Takaya went from Solok to 

Pekanbaru, where he stayed three nights. He 

then went to Rengat. 

 (November 1 to 2) Takaya went from Taluk to 

Pekanbaru. The next day he went to 

Bangkinan. 

 (November 2) Takaya returned to Pekanbaru 

and the surrounding cities and villages. 

(November 5) Takaya went to Ujang batu. 

 (November 23 to 26) Takaya went from Selat 

panjang to Pekanbaru by ship. The next day he 

went to Tembilahan by plane. 

 

Unfortunately, there are few descriptions about the 

town of Pekanbaru; thus, we collected topic results 

for scenes that could be judged as being within a 40-

km radius from the center of Pekanbaru. The 

aggregation results are shown in Figure 13. As 

shown, the scenes around Pekanbaru comprise 

various topics, which are summarized as follows:  

 

 Topic 27 is the most frequent. In the scenes, 

the following terms are assigned to Topic 27: “

多い (many),” “家 (house),” “ゴム (rubber),” 

“ランブータン (Rambutan),” “村 (village),” “

ココヤシ (coco palm),” “コーヒー (coffee),” 

“チョウジ (clove),” and “バナナ (banana).” 

 Topic 5 has many terms that are also assigned 

to Topic 27. This result is consistent with the 
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result discussed in Section 4.2. 

 The terms of Topics 1, 30, and 12 are very 

similar to those shown in Figure 8. 

 

Pekanbaru (located in central Sumatra) is the capital 

of Riau province. The city name is derived from the 

Indonesian words for “new market.” In the late 19th 

century, the city was developed to serve the coffee 

and coal industries, and the Dutch built roads to help 

ship goods to Singapore and Malacca. Figure 13 

shows the results of the scenes of suburban 

Pekanbaru. However, topics related to coffee and 

waterside were detected, and, for some reason, the 

results appear to be related to Pekanbaru.  

 

5.1 Text Analysis by LDA 

Because LDA is an unsupervised learning method, 

preparing learning data is not required. Supervised 

learning, which is a machine learning method (like 

support vector machines (Crammer and Singer, 

2001), naive Bayes classifiers (Mozina et al., 2004), 

and random forests (Breiman, 2001)), outputs 

analysis results according to prepared learning data. 

Therefore, the classes to be output are determined 

prior to analysis. On the other hand, unsupervised 

learning, such as LDA, can determine the number of 

classes to classify prior to analysis but cannot decide 

the output class. Thus, with LDA, it is difficult to 

achieve highly accurate classification as with 

supervised learning; however, LDA is very useful 

when a user does not understand the content of the 

data. In this study, one purpose was to share the 

analysis results of a field note that only the 

investigator(s) would have used; thus, we consider 

that the extraction of features from data with content 

that is not understood is important. Therefore, LDA 

is an optimal analysis method. In addition, like 

support vector machines, LDA can support tracing 

the factors of the analysis results to the original 

resource, which means that LDA can realize 

detailed analysis of field notes. 

 

5. Discussion 

In this section, we discuss the text database we 

constructed, the LDA-based text analysis method 

and applicable scope of our method. In an 

experiment, we set the number of topics to 30. Note 

that this value was determined heuristically. We 

confirmed each experimental result (corresponding 

to Figure 8) when the number of topics was set to 

20, 30, and 50 for area studies. 

 
 

Figure 12: Investigation routes around Pekanbaru 
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Figure 13: Topics from scenes around Pekanbaru 

 

The optimum number of topics was found to be 30. 

To estimate the number of topics in LDA, a method 

that uses a hierarchical Dirichlet process (HDP) has 

been proposed (The et al., 2006a). In future, we plan 

to analyze field notes using this HDP and compare 

the current results.  

 

5.2 Textual Database for a Field Note 

An overview of the field note was given in Section 

2, and our text modeling method was described in 

Section 3.1. We were able to extract dates easily 

from the field notes; however, it was difficult to 

extract detailed spatial information from the text 

because there was a lack of decisive data, such as 

latitude and longitude information. In addition, 

because IPADic lacked data about specific 

Sumatran place names, the results of the word 

segmentation and the POS tagging were only 

classified as nouns despite being place names. 

Therefore, a place name extraction method that uses 

place name data in a place name data service (e.g., 

Geonames.org6) and latitude and longitude 

determination method are required. We assume that 

the text data and analytical results will be shared on 

the web; thus, our text database was designed based 

on the RDF model, which makes it easy to link to 

external LOD. By actively linking to external data, 

we believe that the usefulness of the text data will 

increase. Note that, as linking with external data 

advances, vocabulary correction and addition 

become increasingly important. Therefore, we 

believe that the completeness of the text data and 

text database will improve. 

 

5.3 Applicable Scope of Our Method 

We describe the applicability of our method to 

materials other than Takaya' field note explained in 

Section 2. We believe that our method could be 

applied to a material in which an analysis unit and a 

feature vector (such as bag-of-words) are 

determined. Our method may be applied to other 

field notes and other resources related to area 

studies (like newspaper) if the resources meet the 

conditions. Also, term co-occurrence is one of the 

conditions for using LDA. The same applies to the 

applicability to resources other than text materials. 

The method of extracting features from images and 

movies is different from the method of extracting 

from texts. We think that establishing the method 

(like the method of bag-of-visual-words (Csurka et 

al., 2004)) will be important if dealing with them. 

 

6. Conclusion and Future Work 

In this paper, we have introduced a method to 

construct a text database of area studies resources 

(specifically field notes) and an analysis method for 

the resources that uses LDA. In text analysis 

experiments, the amount of text data was too small 
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to use a machine learning method. We initially 

thought that it may be more effective for users to 

read and understand the field notes manually. 

However, a researcher who was familiar with the 

content of the field notes is reported that LDA 

results can give an attention point that he has not 

noticed before (Yanagisawa et al., 2016). We 

believe that the impact of topic model analysis has 

been confirmed in areal studies, and we would like 

to position topic analysis as a practical service, e.g., 

as a common database search service, which we 

expect to be of value to researchers in various fields. 
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