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Abstract

While acknowledging the phenomenon of “happy victimizing” (HV), the classical explanation is questioned and challenged. HV is typically explained by a lack of moral motivation (MM) that is thought to develop in late childhood and adolescence. Apart from empirical evidence for widespread HV in adulthood, there are also strong theoretical arguments against the classical explanation. Firstly, there are arguments against the coherence of the very concept of MM. Secondly, while the classical explanation focuses on internal drivers (in the sense of MM), the one proposed in the present paper focuses on the patterns of interaction. Accordingly, HV may depend less on internalised values and individual motivation (whether in terms of moral internalism or moral externalism), and more on the “rules of the game” that are established in social interaction (or not). On this account, HV appears where higher order moral rules are not established and cannot be established, either due the circumstances or due to the unwillingness (or incapability) to play by the rules of these higher order games (where “games” are to be understood in the game-theoretic sense). The ordinary one-shot prisoners’ dilemma is a case in point. It precludes promise-giving as well as other higher order moral regimes, but instead forces the agents into a conflict of interest, where everyone has to mind their own business. Moreover, claiming that all players have to pursue their own self-interest, can be understood as moral rule of its own.

Keywords: Happy Victimizer Phenomenon; moral stages; moral reasoning; moral motivation; moral internalism and externalism; game theory; norms and conventions
1. Introduction

It is well known and empirically well established that 4 to 6 years old children have a marked propensity for the so-called happy victimizer pattern (HVP). This is the combination of violating a known moral rule and feeling good about it (Nunner-Winkler & Sodian 1988; Arsenio, Gold, & Adams, 2006). While older children have more often mixed feelings (bad about acting immorally, good about what they get by doing so), the younger ones do not seem to feel any remorse, even though they know and accept the moral rules they violate.

In the first place, HVP was discovered using a projective method, where the children had to look at a series of pictures that illustrated a case of immoral behaviour. Then they were asked whether the behaviour of the protagonist was ok or not. Finally they were asked how he or she felt and why. Later on, the study was replicated asking the children directly what they would think and feel, if they were in the protagonist’s shoes (Keller, Lourenço, Malti, & Saalbach, 2003). Even in these circumstances, about 50 per cent of the participants showed HVP.

The proposed explanation was straightforward. Since children obviously understand and seem to have internalised the moral norms, they are said to have the moral knowledge necessary for moral action, but lack moral motivation (Nunner-Winkler & Sodian, 1988; Nunner-Winkler 2007; 2013; Arsenio et al., 2006; Krettenauer, Malti & Sokol, 2008). Moral motivation has even been thought to be the crucial ingredient that developed only gradually in late childhood and adolescence and prevented many from doing the right thing (Nunner-Winkler 1999; 2007; Malti & Krettenauer, 2013).

However, what is moral motivation? Even though the concept is old, it is still difficult to grasp (Brink, 1997; Smith, 1994/2005; Zangwill, 2003; Minnameier, 2010; Malti & Krettenauer, 2013; Wren 2013; Heinrichs, Minnameier, Gutzwiler-Helfenfinger, & Latzko, 2015; Rosati, 2016). Furthermore, concerning its development, the proponents of moral motivation remain mostly silent. While Nunner-Winkler has thought that it develops gradually throughout childhood and adolescence (see above), others think it is there right from the start (Malti & Krettenauer, 2013, referring to Warneken & Tomasello, 2009, who have found strong evidence for pro-social behaviour among toddlers).

What we know, however, is that HVP has turned out to be salient even among young adults and contrary to the classical explanation, according to which HVP should vanish in late childhood (Nunner-Winkler 2007; Krettenauer, Malti & Sokol, 2008; Minnameier & Schmidt, 2013; Heinrichs et al. 2015). Beyond the narrow frame of research on HVP, there is also huge evidence for happy-go-lucky cheating and other forms of moral victimisation among adults (Batson et al., 1999; 2002; Ariely, 2012, Rustichini, & Villeval, 2014).

In particular, it is well known that students of economics and business administration act more selfishly in various experiments than students of other subjects (Marwell & Ames, 1981; Frey, 1986; Carter & Irons, 1991; Frank et al., 1993; 1996; Frey & Meier, 2003; Rubinstein 2006). Further analyses have mainly focused on whether this points to a self-selection of self-interested individuals into economics-related studies or to an “indoctrination effect”, which means that economics is taught in such a way that makes students more selfish and competitive. The differentiation was introduced by Carter and Irons (1991) who found evidence in favour of the self-selection hypothesis, based on the ultimatum game. However, Selten and Ockenfels (1998) as well as Frank et al. (1993) found evidence for an indoctrination effect.

Within this economic body of research, however, it has never been asked how people actually take their decisions and what is really appropriate in specific circumstances. After all, we know that people use moral principles in a situation-specific manner (Krebs & Denton, 2005; Rai & Fiske, 2011; Minnameier, Beck, Heinrichs, & Parache-Kawik, 1999; Minnameier & Schmidt, 2013). Hence, the question arises how economists and non-economists actually take their decisions and what is (more or less) appropriate. By the same token, HVP in general might be explainable as an action pattern that is morally justified (or at least justifiable) under specific conditions.
Thus, while the phenomena are almost crystal clear, the explanation is not. In section 2.1, I will summarise arguments against the received explanation from moral motivation that I have elaborated elsewhere in detail (Minnameier 2010; see also 2012; 2013). On this account, the common understanding of moral motivation has to be turned around almost completely. What I suggest instead in the remainder of section 2 is to replace the false dichotomy of moral cognition and moral motivation by a more comprehensive theory of moral judgement and agency that includes processes of abduction, deduction and induction. This approach converges not only with the integrative account of Rai and Fiske (2011), but also with a “reason-based theory of rational choice” (Dietrich & List, 2013a and b) that allows us to integrate cognitive moral psychology with rational choice theory (section 2.2). As it turns out, however, this theory of moral decision-taking has to be integrated into a game-theoretic view, because moral principles represent more than just personal values (section 2.3). In section 3 a study is presented that contains important evidence in favour of the reason-based approach, and section 4 contains an extensive discussion that also introduces further theoretical ramifications. Section 5 concludes.

2. Moral Motivation and Beyond

2.1. The Problem of Moral Motivation

The idea of moral motivation has different sources. For instance, Kant needed it to explain why an individual ought not only to follow moral principles, but to engage in moral reasoning and develop moral principles in the first place (Ameriks, 2006). This is why Kant says that “(t)here is nothing it is possible to think of anywhere in the world, or indeed anything at all outside it, that can be held to be good without limitation, excepting only a good will” (2002/1785, p. 9 [4.393]). In modern philosophy and psychology, the concept has been used to explain HVP-like behaviour (in terms of a lack of moral motivation). Philippa Foot (1972) kicked off the modern debate in philosophy observing that we can very well be indifferent to morality without being irrational (Zangwill, 2003). And in moral psychology it was Augusto Blasi (1984) and James Rest (1984) who held against Kohlberg that moral reasons did not motivate moral action directly, but needed to be sided by judgements of responsibility (Blasi) or moral motivation (Rest).

Both strands of reasoning, the one in moral philosophy and the one in moral psychology, are directed against a view traditionally ascribed to Socrates. Socrates is said to have claimed that knowing what morality (or virtue) demands motivates virtuous action and that acting otherwise indicates the agent’s ignorance about the moral course of action (see e.g., Brickhouse & Smith, 2010, esp. chap. 3). Advocates of moral externalism hold that one can very well know what the moral course of action would be, yet not be motivated and therefore act in a different way. Moreover, they do not interpret this as a mere case of weakness of the will, in which agents would act against their own intentions and possibly be racked by remorse as a consequence. Their view is that a moral judgement has to combine with a desire, where both are related only contingently. Therefore, on the externalist account, moral judgement does not motivate by itself, but needs to be seconded by moral motivation (see e.g., Rosati, 2016).

This is precisely the way in which James Rest, in the psychological camp, has defined moral motivation, i.e., to “select among competing value outcomes of ideals the one to act on; deciding whether or not to try to fulfil one’s moral ideal” (1984, 27). And he differentiates it from willpower, which means “to execute and implement what one intends to do” (ibid.). This is, by and large, the current

---

1 As a world-wide citation standard, the two numbers refer to the volume and the page in the famous “Akademie-Textausgabe”.
2 Brickhouse and Smith show that, contrary to the received view, Socratic moral psychology is not naïvely cognitivistic, but more in line with what it is claimed in the present contribution.
state of affairs in moral psychology concerning the concept of moral motivation (see e.g. Thoma & Bebeau, 2013; Nunner-Winkler, 2013).

Against this view, I have argued elsewhere that this conceptual framework is inconsistent for two reasons (see Minnameier, 2010; 2013). The first is that Rest’s definition of moral motivation implies a judgment: If individuals are not driven against their will (which would indicate lack of willpower rather than lack of moral motivation), but select freely among competing value outcomes, this kind of selection requires a decision based on some criterion. In other words, moral motivation would not be independent from moral judgement, but would have to involve some kind of moral judgement resulting in an intention that motivates action. In fact, deciding whether to go for some personal benefit or to dispense with it for some other-regarding motive is even the paradigmatic case of a moral problem as such. Therefore, the classical definition of moral motivation seems ill-conceived?

The second point pertains to what makes moral motivation moral. How could moral motivation possibly be distinguished from other kinds of motivation, if not for an underlying reason or so? I see no other way to explain the moral aspect of moral motivation than to refer to some underlying reason. Hence, moral motivation would have to be derived from the conviction of being morally obliged in some way.

2.2. Inferential Moral Reasoning and a Reason-based Theory of Rational Choice

On the cognitive view, moral motivation in the sense of Rest’s third component is not just eliminated, but rather replaced by a specific kind of judgement within a more comprehensive notion of moral judgement. This conception allows for three different parts of moral reasoning which play distinctive roles in the formation of a moral intention. In particular, this broader notion of moral reasoning comprises abduction, deduction, and induction, which in turn are based on the Charles S. Peirce’s pragmatist theory of inferential reasoning (see Minnameier, 2004; 2017).

According to this approach, both the adoption and the application of moral principles are mediated by three characteristic inferences called “abduction”, “deduction” and “induction”. Any kind of development is triggered by a negative, i.e., disconfirming, induction, which means that a certain principle that one previously adhered to fails to do the job in the given situation. For instance, if a child uses the Golden Rule (“Do unto others as you would have others do unto you”) and now faces a decision at school about where to go for a class outing, this rule might not suffice. For even if everybody followed this principle, no unitary decision might be obtained. Hence, instead of trying to square diverging individual interests, a decision has to be taken at the level of the group. Majority voting would be a solution for this kind of problem, and this solution allows us to transcend individual interests in order to determine what is best for the group as a whole. Moreover, group decisions call for loyalty on the part of the outvoted members.

The shift onto the higher stage can be understood as being mediated, firstly, by a negative induction which leads to the insight that the Golden Rule fails to solve the problem at hand. Secondly, a new principle has to be invented, which is captured by an abductive inference. Thirdly, deduction tells us what follows, if the principle is applied to the situation at hand, in particular what kind of action would have to be taken. Fourth, and finally, induction leads to the adoption (or rejection) of that principle as a guideline for the present situation, but equally for all situations of the same type.

These inferential processes can also be assumed to mediate moral action, where moral principles are not invented ab ovo in a genuine developmental transformation, but merely activated in relevant situations (see Minnameier, 2013). In those cases, the inferential reasoning may take an explicit or

---

3 This is an induction, because it is not just a formal deductive judgement based on deductive premises, but determines a belief about what is feasible and effective in real world interactions. Furthermore, this belief includes the insight that the Golden Rule not only fails in the present situation, but would equally fail in all situations of the same kind as the present one. In this sense, any induction, even if it actually only addresses a single situation, is always generalizable, in principle. And this applies to positive (confirming) as well as negative (disconfirming) inductions.
implicit (habitual) form, especially in well-rehearsed situations, for which habitual action schemes have been established. In the latter case, we may immediately know how to react without engaging in any (further) reasoning, but would have to be able to explicate our reasons on demand.

The inferential approach meshes perfectly with a reason-based theory of rational choice (RBT) (Dietrich & List, 2013a and b; Minnameier 2016a). Dietrich and List strongly criticise the behaviourist approach that is still prominent in economics today (see e.g. Gul & Pesendorfer, 2008) and which relies on the concept of “revealed preferences” (Samuelson, 1938; 1948). This means the preferences are revealed from choice data and rationality assumptions like completeness and transitivity, just to name the most important. If you choose apples, where you could have had pears for the same price, this reveals that you prefer apples over pears. However, our “real” preferences are usually of a deeper psychologic nature, so that we might buy a bunch of red roses to impress a beloved person, not because we find them particularly attractive and worth the price for what they are as such.

Therefore, Dietrich and List formulate a rational choice theory in which motivating reasons (i.e., the underlying drivers which need not necessarily be made conscious) play a central role. We could also call them the “fundamental preferences” that express what we are really striving for, as opposed to the concrete or instrumental preferences, like the one for red roses in the example. The latter are formed based on the former and the specific restrictions that hold in a given situation (like time, money, and so forth).

If we take moral principles as fundamental preferences or “reasons” in terms of RBT, then the situation-specific adaptation of morality is theoretically tractable within a rational-choice-theoretic context. The situational cues provide information about the positive and negative restrictions (affordances and constraints), which we would have to understand as “beliefs”, because what counts for the explanation of behaviour is how the agent views the situation, not an objective account of it. The fundamental preferences and the beliefs determine the concrete preferences that we could also call “intentions” in the context of morality. This in turn, would determine a rational action. However, people might fail to act according to their own intentions, especially for lack of willpower, which allows us to include “irrational choice” as well.4

In the inferential context, we can say, accordingly, that a moral problem perceived as a feature of the situation abductively leads to a moral principle that captures this problem. From this principle and the situational premises we can deductively derive one or several moral courses of action, which just follow from applying the principle to the situation. The last, inductive, step is to determine whether this solution of the moral problem can be appropriately implemented. Sometimes, the price one has to pay, or the risk, might be too high, so that we might legitimately discard a certain course of action at this stage. However, if there are no such problems, we commit ourselves and so a moral intention is formed. This would then have to be carried out on pain of irrationality.

Finally, I think this reconstruction is valid also for intuitive moral agency, because if we do not assume any kind of moral reason or principle to underlie the act, we could never distinguish self-interested action from moral action. Therefore, even an intuitive helping behaviour that ought to be characterised as “moral” must imply a moral point of view (e.g., that the other person is in need of help and therefore should be helped). Consequently, some kind of moral cognition would always have to be abduced, even in non-deliberative moral decision making (see Minnameier, 2016b; 2017; Hermkes, 2016).

Note that already in Gary S. Becker’s economic approach to human behaviour (1976; 1993), preferences are conceived as very fundamental. However, he uses Rational Choice Theory to explain any kind of (stable) human behaviour, i.e., he uses the principle of rationality as an explanatory tool, so that clearly nothing remains as irrational, since what is irrational on this account, is simply not rationalisable. Weakness of will, however, is part of an explanation, and then this weakness is interpreted as a constraint on the agent’s actions, which rationalises even choices that run counter to the agent’s intentions.
2.3. Morality in the game-theoretical context

Rational choice theory branches out into decision theory and game theory (see e.g., Binmore, 2009, p. 25). The former relates to the choices a rational agent takes in a certain environment (“games against nature”), whereas the latter concerns the interaction with one or more other rational agents. On the reason-based account, moral agency is modelled within a decision-theoretic framework, and moral values are treated as personal values (fundamental preferences) according to which the individual wants to live. However, from such a point of view, moral judgements are (involuntarily) reduced to prudential judgements, and so is moral action reduced to prudential action, because whatever an agent does, it is always explained in terms of maximising utility with respect to satisfying fundamental (but still personal) preferences (whether we call them morals, values or virtues).

This raises the question of what morality really is. This question is very topical also in the context of prosocial behaviour among toddlers and apes (for reviews see Paulus, 2014; Killen & Smetana, 2015). It appears as if they have a sense of morality or justice. However, it may be a mistake to infer directly from prosociality to morality. First of all, agents may have altruistic or other-regarding orientations, but these would none the less be their own orientations. They might be explained in terms of vicarious experience caused mirror-neuron activity. However, in whichever way these orientations are explained, the hard problem remains. The hard problem is that stretching morality to include mere prosociality would make the distinction between morality and prudence obsolete or impossible. Conversely, if (first person) prosociality is distinguished from (third person) morality, the morality requires a third-person perspective (or meta-perspective) from which the differentiated perspectives of self and other(s) are looked upon and coordinated in some way.

This idea of a hard problem can even be taken further. We typically conceive morality in terms of (other-regarding) personal values. People who have internalised such values are regarded as highly moral people in the sense that they are intrinsically motivated to act morally. Conversely, those who are only extrinsically motivated appear to use morality instrumentally and are therefore considered not to be morally motivated. In other words, they are not moral agents, but only do as if they were moral for some selfish reasons. Again, they seem to be guided by a prudential rationality rather than a moral rationality. However, what appears as truly moral on this account, still runs into the hard problem, because if agents follow their personal values and try to maximise utility in this respect, they will always have to follow a prudential rationality, whatever the specific content of their values and however other-regarding they may be.

This hard problem remains, because morality is reduced to a “decision-theoretic” problem rather than a “game-theoretic” one. However, morality is basically a social project, not a question of the good life for the individual, and hence not just a question of personal values. If moral principles are to make any sense, they do not only address the agent as an individual, but all agents involved in a moral problem. Moral rules are social rules, and these rules have to be accepted and heeded by the set of agents to whom the rules apply.

A further common misunderstanding or misconception is this: If we think of morality in the game-theoretic sense, we often treat moral issues in terms of a zero-sum game. A zero-sum game is one in which a fixed sum of money or amount of goods is to be allocated. The overall sum does neither increase nor decrease. In this very sense we think that rich people should transfer some of their riches to the poor, thereby leaving the total unchanged. On this account, those who give suffer a loss (for moral reasons), and the needy enjoy the benefit.

However, apart from zero-sum games we have two other types, i.e., coordination games and cooperation games. Coordination games are less problematic, because coordination is always beneficial for every agent. For instance, in some countries people drive on the right-hand side, in some they drive on the left-hand side. None the less there is no reason, say, for those from the continent to drive on the left while in the United Kingdom, and those from the UK would have no incentive to drive on the right while on the Continent (unless they wanted to commit suicide). Where we drive is a question of
“conventions”, because one just has to follow a uniform rule, and there seems to be no deeper reason, at least no moral one, why we should decide to drive on the right or on the left. Thus, conventions are the solution concept for coordination games, and I think domain theorists like Turiel (2002) and Nucci (2008) could benefit from consulting game theory to distinguish conventional problems from moral problems.

Cooperation games are different. The prisoners’ dilemma is a classic example. In this type of situation, “cooperation” would benefit everyone (like in a coordination game), but it does not constitute a stable equilibrium in the sense of a Nash equilibrium. In the prisoners’ dilemma the agents have an incentive to defect, which takes them to a social trap in the form of a Pareto-inferior Nash equilibrium. Their only way to overcome this deadlock is to invent a so-called institution, i.e., a rule backed by suitable sanctioning mechanisms that ensures cooperation. If the prisoners’ dilemma were not as restrictive as it is (where the agents are not allowed to communicate with each other), they would perhaps agree not to confess to the judge and threaten each other with the punishment of comrades outside the prison or with their own fierce revenge in case the other might defect.

However, such an institution is tantamount to a moral rule, in particular that of a mutual promise or contract. And the potential sanctions may not only be negative, but also positive (respect for one’s reliability and a mutual willingness to cooperate in the future). Hence, moral principles can be straightforwardly reconstructed as solution concepts for so-called cooperation problems? I think this hits the point, and I also think that both the decision-theoretic interpretation as well as the understanding of morality in terms of a zero-sum logic are severely flawed. These misconceptions are at the heart of fatal errors about moral motivation and the related normative questions (see e.g. Minnameier, 2013, and the discussion of empirical results below).


3.1. Review of a Study on Morality in the Economic Context

Here, I would like to summarise the data and results of a recent study on how economists and non-economists choose to act in different framings of the famous prisoners’ dilemma (Minnameier, Heinrichs, & Kirschbaum, 2016), which also yields important insights about how prevalent HVP is among different groups and in different contexts, and on how it might be brought about. This is essential for the crucial question of whether those who show the pattern are really motivated immorally or not, and whether the self-interested behaviour is to be morally condemned and educationally tackled or is rather acceptable or even desirable as an adequate situation-specific response to the constraints the individual faces.

As mentioned in the introduction, there is clear evidence that students of economics and business administration behave more selfishly than others, at least in certain situations. And by the same token we may assume that HVP is more prevalent among these students. However, not so much is known about the motivation of either self-interested or other-regarding behaviour. Moral psychologists tend to ask why people act selfishly and fail to follow moral rules. Economists wonder about other-regarding behaviour which they consider irrational. Thus, there seems to be a need for clarification.

The prisoners’ dilemma is a case in point. It has been used to measure moral motivation (see Nunner-Winkler, 2007), where cooperation indicates high moral motivation and defection low moral motivation. On this view, however, the moral course of action is the exact opposite of rational action in terms of an economic analysis. Conversely, defection, which is the dominant strategy and thus rational from an economic point of view, is thought to indicate a lack of moral motivation. Hence, you could either be “rational” or “moral”, but not both.
Luckily, the reason-based approach sketched above allows us to reconcile morality and rationality. Based on it, we may assume that even though economists might generally be more self-interested than students of other subject matters (especially following the self-selection hypothesis), not all those who take self-interested decisions may do it for lack of moral motivation, but may simply be more realistic and prudent in their decision-making. To test this assumption, we have carried out a study using the prisoners’ dilemma (PD) in the two framings already discussed above, i.e., we called it “Wall Street Game” in one condition and “Community Game” in the other. Additionally, we let participants express their feelings and reasons. Our hypotheses in this context were the following (we use “economists” as a short cut for “students of economics and business administration”, and “B&E education” for “business and economics education”):

1. Compared with other students, economists (a) defect to a greater extent and (b) are less vulnerable to the framing (since they know they are in a PD and that defection is the dominant strategy).
2. Accordingly, we expect (a) more happy victimizers than happy moralists among economists and (b) fewer happy victimizers than happy moralists among the students of other subjects.
3. We expect that at least in part these differences do not indicate differences in moral judgement and/or moral motivation, but merely different views of the situational constraints.
4. Since we have also students of B&E education in our sample, we expect them to score at intermediate levels as compared with the other two groups.

3.2. Sample and design

The sample consists of 481 undergraduates from two German universities (Frankfurt am Main and Bamberg). 54 percent of the sample are bachelor students of economics and business administration (“economists”), 14 percent are bachelor students of B&E education, and 32 percent are teacher students with no economics-related subject (henceforth “teacher students”). 39 percent of our participants are male, 61 percent are female. The average age is 22.4 years.

The participants were presented a classical PD in two different frames. For one half it was called “Wall Street Game” (WG), for the other half it was called “Community Game” (CG) (see Liberman et al., 2004; Ellingsen et al., 2012). They were randomly assigned to one of the two conditions. Of the 481 participants, 227 were in the CG-condition, 254 in the WG-condition ($\chi^2 = 1.516$, $p = 0.218$). The description and instructions were exactly the same in both conditions with the only exception that the respective name of the game appeared three times in the instructions. They had to decide between two options, A and B, and were given the following information:

- If both you and the other person choose A you both get €50.
- If both you and the other person choose B you both get €20.
- If you choose A and the other person chooses B you get €5 and the other person gets €80.
- If you choose B and the other person chooses A you get €80 and the other person gets €5.

After having chosen one of the two possible strategies – which are commonly called “cooperate” (A) and “defect” (B) – they had to explain, first, why they decided the way they did. After this, they had

---

5 We have a total of 587 participants in the study. However, 78 of them study something other than the three groups discussed here of have failed to specify the study programme. 28 have not completed the questionnaire and were therefore excluded from the analysis.
6 While the proportion of male and female participants is fairly equilibrated for economists (50/50 percent) and B&E education (42/58 percent), it is not for teacher students (21/79 percent). This study does not focus on the gender aspect. None the less, we control for gender in the subsequent analyses of moral orientations. In terms of age the differences are small (economists: 22.42 years; B&E education: 24.83; teacher students: 21.21 years) but significant (according to the Kruskal-Wallis-test, since variances are heterogeneous).
to rate how they feel about the decision on a four-point Likert-scale (good, rather good, rather bad, bad) and, finally, they had to explain their feelings.

The data on the participants’ emotions allowed us to code the answers in the Happy-Victimizer framework (Arsenio, Gold & Adams, 2006; Nunner-Winkler, 2007; 2013), where good or rather good feelings indicate “happiness” and bad or rather bad feelings indicate “unhappiness”. Concerning the choice options, cooperation codes for “moralists” and defection for “victimizers”. Thus we classify the answers as happy (HV) or unhappy victimizers (UV) and happy (HM) or unhappy moralists (UM).

3.3 Results

As for the framing in terms of WG and CG, no framing effect can be identified in the total sample ($\chi^2 = 0.112$, $df = 1$, $n = 481$, $p = 0.783$). The same is true for economists ($\chi^2 = 0.007$, $df = 1$, $p = 1$) and B&E education ($\chi^2 = 0.122$, $df = 1$, $p = 0.804$), but a rather strong one among the non-economist teacher students ($\chi^2 = 5.374$, $df = 1$, $p = 0.029$), with 80 percent cooperation in the CG-condition and only 63 percent in the WG-condition (see Table 1). Economists only cooperate by 45 percent (CG) and 44 percent (WG) respectively. This is not surprising, since economists know the prisoners’ dilemma and have identified it as such. Apart from the framing, however, the defection rate of economists is much higher, in general, than that of non-economists. Students of B&E education score at intermediate levels.

As Table 1 also reveals, the study programme has a significant effect on the decisions taken ($\chi^2 = 24.799$, $df = 2$, $n = 476$, $p = 0.000$). This effect remains, if we control for gender (male: $\chi^2 = 10.988$, $df = 2$, $n = 187$, $p = 0.002$ (one-tailed); female: $\chi^2 = 13.208$, $df = 2$, $n = 289$, $p < 0.001$, one-tailed). Thus, hypotheses 1a and 1b are both strongly confirmed. And concerning hypotheses 4 we can state that students of B&E education are at an intermediate level with respect to the proportion of cooperation and defection.

Perhaps even more importantly, we see a major difference in terms of agency (HV/UV/HM/UM), with 55 percent HVs among economists, but only 31 percent among non-economists. Conversely, 67 percent of the non-economists are HMs, whereas only 36 percent of the economists are HMs (see Figure 1; $\chi^2 = 26.094$, $df = 6$, $n = 337$, $p = 0.000$, based on Fisher’s exact test). If we control for gender, results are still statistically significant (male: $\chi^2 = 11.016$, $df = 6$, $n = 130$, $p = 0.044$ (one-tailed); female: $\chi^2 = 12.052$, $df = 6$, $n = 204$, $p = 0.026$, one-tailed). Hypothesis 2 is confirmed by these data, and so is hypothesis 4.

---

1 In the analyses on gender differences, only 476 cases are included, because the remaining five have failed to indicate their gender.
Another important result relates to the reasons the participants give for their choices and feelings.\textsuperscript{8} We classified them in terms of neo-Kohlbergian stages, that are explained below in the discussion. Three such types can be distinguished (see Figure 2):

1. those who ignore or fail to see the conflict of interest inherent in the PD and just do what they think is best for all, i.e., to cooperate (Stage 1C).
2. those who see the conflict of interest and argue that they just have to pursue theirs, which is to defect (Stage 2A).
3. those who see the conflict of interest and wish to overcome it. They decide to cooperate, but also express that they would be ready to defect, should their partner be unwilling to cooperate (Stage 2C).

\textit{Figure 2: Types of Moral Reasoning.}

\textsuperscript{8} Since both kinds of reasoning complemented each other, we have taken them together as expressing their moral judgement.
With respect to the third type, there is no difference between the groups. Therefore, the overall difference in moral orientations is down to a trade-off between the other two types. Economists have a comparatively strong tendency to argue that as an agent in this game they have to pursue their personal interest, whereas teacher students show a strong orientation towards what would be collectively rational ($\chi^2 = 29.548$, $df = 4$, $n = 338$, $p = 0.000$). If we control for gender, however, we only get significant results for female participants ($\chi^2 = 17.653$, $df = 4$, $n = 205$, $p < 0.001$; male: $\chi^2 = 7.648$, $df = 4$, $n = 130$, $p = 0.053$. one-tailed). Among economists, 60.2 percent are type 2, and 16.1 percent are type 1. Conversely, among teacher students we find 32.2 percent type 2 and 44.8 percent type 1 participants.

The fact that there are no differences with respect to the more sophisticated third type is at least an indication that the participants might not differ in their moral preferences, but instead in their relevant beliefs. The strong defective orientation, coupled with type-2-reasoning that economists reveal, may be due to the fact that they are highly aware of the situational constraint the PD poses. Conversely, the teacher students seem to be oblivious to this very fact. They seem to focus on the common interest, ignoring that the PD models conflicting interests. In other words, the common interest should be to overcome this problem of conflicting interests, which is precisely what type-3-participants aim at. However, type-1-participants are unable (or unwilling) to see this basic problem. In the context of the differentiation between preferences and restrictions this means that they, as a matter of fact, conceive of quite different restrictions than participants of type 2 or type 3.

Inasmuch as the differences in agency derive from differences in beliefs rather than differences in basic moral preferences, the different groups might differ neither in their moral judgement competence nor in what might be called their moral motivation, but in their comprehension of situational constraints.

A further analysis, illustrated in Figure 3 supports this view. Here we only look at HVs and the reasons they give for their choices and feelings. Some of them explicitly refer to the situational constraints and state that cooperation would have been better, but in the situation as it was, they just had to choose the other option. They clearly would have preferred to cooperate. They are not unhappy, however, because they think they have taken the right decision. In quite some participants we could identify this kind of reasoning, and we call these “strategic moralists”, because they are morally motivated, but also focus on the prudential aspect of what kind of morality can be implemented in the present situation.

Figure 3: Strategic Moralists and Happy Victimizers in the Strict Sense.
Again, we see more strategic moralists among economists than among teacher students. This does not mean that economists are, generally speaking, not more selfish than others. Hypothesis 3 only states that the stronger tendency towards an HV-like agency on the part of the economists is not only an effect of a higher level of selfishness, but in part down to different beliefs. This is confirmed by the data. Furthermore, students of B&E education score on intermediate levels also in this respect. Hypothesis 4 is thus confirmed throughout.

4. Discussion: Moral Principles as Social Institutions

4.1. Morality in the Prisoners’ Dilemma

Above, I have made a claim for a game-theoretic understanding of morality, where moral rules have to be rules of a game that the agents play. If they are to be rules in the game-theoretic sense, however, they have to be self-enforcing (Binmore, 2010). That is, following moral rules must be somehow pay – especially in “moral currencies” like respect, reputation and the like – and violating them must translate into costs, so that not complying with the rules is clearly irrational (at least for those who understand the rules).

Put in other words, a simple appeal to moral rules and precincts is worth nothing, if those rules cannot secure compliance by themselves (and if this fault is not compensated by some other rules). This is the case in the (one-shot) PD, where a morality of contract or the Golden Rule cannot be implemented, simply because these moral rules are either impossible (striking a deal) or not enforceable (Golden Rule). The Golden Rule is not enforceable, because no signals of approval or disproval, or even of the appropriateness of the Golden Rule, can be exchanged, which means that this “moral currency” is invalid in this case. This explains why such moral orientations are usually crowded out very quickly (for the remaining levels of cooperation see footnote 10).

However, this is not the whole story. If we take moral rules as rules of the game, we can make even more sense of the strategies that individuals choose in the game. First of all, even where individuals defect, they may still follow a moral rule, the rule that everyone has interests to pursue. This is one variant of Kohlberg’s Stage 2, which concerns the “awareness that each person has interests to pursue and that these may conflict” (Colby & Kohlberg, 1987, p. 26). Defectors, whom we have classified as HVs, do not betray morality, but follow a specific morality that acknowledges the dignity of each person’s individual interest and that these interests may conflict. This is the “type 2” morality specified above. In such cases of conflict of interest (and in the absence of any means to mediate between these conflicting interests), agents are morally justified to pursue their interests, but also have to accept others doing so. This morality is employed by both HVs and SMs, where the difference is that SMs explicitly state that a higher order morality would not work.

Secondly, “type 1” morality seems naïve, because it ignores the conflict of interest and rather assumes that each individual’s interest in the other person’s well-being is strong enough to preclude defection. This is a kind of morality that would work among closely affiliated agents (e.g., family members and friends are typically supposed to care for each other and dispense with a personal profit or benefit to support the other). Their moral appeals for solidarity would therefore fall flat.

9 If one player does not understand the rules, the game is not played (at least not with this player), because a game implies that the players know the rules. If they don’t, they may still play a game, but a different one.
10 Of course, self-signalling is always possible, and this may be the mechanism that makes some people cooperate, even after having gained experience with the PD (Ledyard, 1995). Some take this as a strong moral self (Blasi, 1984; 1995; Bergman, 2002; 2004; Krettenauer, 2013). However, since this is tantamount to self-exploitation, one is certainly not morally obliged to cooperate in the face of (a high risk of) others defecting, especially since such defection cannot be penalised in any way. Hence, whether one should engage in one-tailes cooperation is a question of personal value and prudential reasoning, but not a moral issue in the strict sense, even though we often associate it with morality.
Thirdly, “type 3” morality is employed by those who see a chance to coordinate with others, but this higher form of morality is almost certain to be crowded out, since individuals frequently express they would switch to defection, if their partners fail to cooperate.

Fourthly, the situation would be different, if we allowed for changes in the game. For instance, the PD could be played repeatedly. In this case, a tit-for-tat strategy is possible. If player 2 understands the intention of player 1’s choices, cooperation can easily emerge in this repeated interaction. Player 1’s cooperation in the first round can be rewarded by player 2’s cooperation in the second round, and vice versa. Conversely, player 1’s defection in one round can be punished by player 2’s defection in the following round. Every cooperative choice can be understood as a promise to cooperate in the future, provided that the other player follows suit. Hence, under these circumstances the morality of promise-giving can be implemented und generate benefits for both.

4.2. The Economics of Morality in the Game-theoretic Context

Finally, we can generalise the kind of moral functioning just explained with respect to the PD (see also Minnameier, 2018). The PD is one example of what game-theorists call a “cooperation game”. Perhaps counterintuitively, cooperation games are the situations in which cooperation typically fails if no institution is established, because the Pareto-efficient point is not a Nash-equilibrium. This formal structure of cooperation games is illustrated in Figure 4.

<table>
<thead>
<tr>
<th></th>
<th>Cooperate</th>
<th>Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate</td>
<td>3, 3</td>
<td>2, 2</td>
</tr>
<tr>
<td></td>
<td>(win-win)</td>
<td>(lose-lose)</td>
</tr>
<tr>
<td>Defect</td>
<td>4, 1</td>
<td>1, 4</td>
</tr>
<tr>
<td></td>
<td>(win-lose)</td>
<td>(lose-win)</td>
</tr>
</tbody>
</table>

Figure 4: The Basic Structure of Cooperation Games.

The simplest version of such a game is the situation that Thomas Hobbes models in the Leviathan: Based on the “law of Nature” according to which “every man has right to everything” (1651/2001, p. 65 [Chap. 15, §2]) a “war of every one against every one“ (1651/2001, p. 59 [Chap. 14, §4]) is thought to ensue. This marks the very beginning of morality, where, e.g., children get into conflict about some resources like food or toys and they compete in trying to appropriate things.

What they have to learn is to mutually respect property or rights of use (e.g. that the one who had it first has the right to use a certain item). However, before they learn this, they have to experience the social trap (i.e., the inefficient Nash equilibrium) they reach in the bellum omnium contra omnes, for this is the problem that calls for innovation. At the same time, this problem allows them to take the perspective of the other individual who has the opposite point of view. Both “players” understand that when they win something, the other one loses it (win-lose), and vice versa (lose-win). And eventually they learn that their conjoint activity produces a lose-lose-result. Establishing the moral norm allows them to move into the win-win-zone.

Since it applies to a cooperation game, a moral norm – as an “institution” – has to go with the possibility of sanctions. In the simplest case of morality in narrow social relationships, the agents sympathise with each other, want to make and keep friends and to win each other’s affections. Therefore,
signs of fondness and attachment, like smiles and so on, function as positive sanctions, whereas repudiation and anger function as negative sanctions. If the sanctions work this way in a social relationship, the payoff matrix is changed accordingly (see Figure 5).

Other

<table>
<thead>
<tr>
<th></th>
<th>Defect</th>
<th>Cooperate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate</td>
<td>1+3, 4-3</td>
<td>3, 3</td>
</tr>
<tr>
<td>Self</td>
<td>(win-lose)</td>
<td>(win-win)</td>
</tr>
<tr>
<td>Defect</td>
<td>2, 2</td>
<td>4-3, 1+3</td>
</tr>
<tr>
<td></td>
<td>(lose-lose)</td>
<td>(lose-win)</td>
</tr>
</tbody>
</table>

Figure 5: Payoff Matrix with Premiums (+3) and Discounts (-3) for Sanctions.

If the institution, i.e., the moral rule, is understood by both players, defection is discounted by the costs for spoiling the personal relationship and incurring dislike. Conversely, cooperation is enhanced by the returns in affection currency.

The most important aspect, however, of this change is that the whole game changes decisively. It is no longer a cooperation game, but a so-called coordination game in which the Pareto-efficient combination is also a Nash-equilibrium. The main result of this analysis is, therefore, that moral rules allow us to turn cooperation games into coordination games, and in this very sense they become self-enforcing, as long as the players understand them and as long as the sanctions work. The latter explains, why morality frequently vanishes in situations characterised by anonymity and social distance (see e.g., Dana, Weber, & Kuang, 2007; Andreoni & Bernheim, 2009).

4.3 Moral stages and appropriate sanctions

The economic rationale just sketched allows us to construct ever more complex kinds of social interaction and cooperation. This entails a succession of cooperation games that have to be turned into coordination games with the help of moral principles as the regulating institutions. Another property of this succession of stages is their dialectic order. If mutual acceptance of property rights marks the beginning of moral reasoning, this means that the perspectives and legitimate claims of different individuals are treated equally, each in their own right.

However, these perspectives are kept independent of each other, and the morality of property rights secures and underpins this independence. This principle ceases to fit, if individuals differ in their property rights. If one individual owns a certain item desired by the other(s), a sharing norm is what we need. Therefore, we usually claim that one ought to share, at least with friends or with those who are dear to us.

The sharing norm relates these perspective reciprocally to each other. However, there is a simple form of sharing, where those who have something have to give to others and have to share in equal parts, usually. And there is an advanced form of sharing, where relevant inter-individual differences (of deservingness in terms of need, effort, and so on) have to be taken into account. In this latter case, equal sharing is considered unjust, and a norm of equitable sharing has to be put in place.

This basic triad of types of morality follows from a dialectical approach advocated by the mature Piaget in one of his last works (Piaget & Garcia, 1989), where he calls them “intra”, “inter”, and “trans”, respectively. Empirical evidence is available today, e.g., from experiments with young children between three and six years of age (Paulus & Moore, 2014). Another tenet of Piaget’s final version of the mind’s
architecture is that the “trans”-stage forms a complex unity which however can break up into a set of trans-stages as a further morally relevant aspect enters the scene that cannot be integrated into the present trans-stage. And so a higher level with a new stage triad opens up.

In this very sense, the early morality, which is based on sympathy and altruism, gives way to new and higher form of morality relating to the cases where helping someone else is futile and goes against one’s own interest. In early forms of morality, helping others is never in contradiction with one’s own interest, i.e., one enjoys helping others and caring for them. However, if you ought to care for a competitor in business or in sport, or where someone, say, wants you to go for a walk together, when you yourself prefer to stay at home, this marks a true clash of interests.

According to Kohlberg, the morality of conflicting interests is captured by his Stage 2 (Colby & Kohlberg, 1987). And since Kohlberg had also invented the idea of sub-stages “A” and “B” for every stage – that he later changed into “types”11 – I label the first triad as Stages 1A, 1B, and 1C, and the succeeding triad Stage 2A, 2B, and 2C, and so on. In this so-called neo-Kohlbergian framework we find 9 stages altogether (see Minnameier, 2014). They cannot be explained in detail here, but the first three of them are briefly described in Table 2, together with the sanctions that work in its respective context.12

Table 2

<table>
<thead>
<tr>
<th>Stage</th>
<th>Principle</th>
<th>Reward</th>
<th>Punishment</th>
<th>Ext’d punishment (one stage down)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>Property</td>
<td>Affection</td>
<td>Dislike</td>
<td>Revenge (→ 0)</td>
</tr>
<tr>
<td>1B</td>
<td>Sharing/turn taking</td>
<td>Affection</td>
<td>Dislike</td>
<td>Stop sharing (→ 1A)</td>
</tr>
<tr>
<td>1C</td>
<td>Care/equity</td>
<td>Affection</td>
<td>Dislike</td>
<td>Strict reciprocity (→ 1B)</td>
</tr>
<tr>
<td>2A</td>
<td>Legitimate Interest</td>
<td>Respect</td>
<td>Disrespect</td>
<td>Suspension/separation (→ 1C)</td>
</tr>
<tr>
<td>2B</td>
<td>Promise/contract</td>
<td>Respect</td>
<td>Disrespect</td>
<td>Defection in PD/self interest (→ 2A)</td>
</tr>
<tr>
<td>2C</td>
<td>Golden rule</td>
<td>Respect</td>
<td>Disrespect</td>
<td>Tit-for-tat in PD (→ 2B)</td>
</tr>
<tr>
<td>3A</td>
<td>Group norms/roles</td>
<td>Repute</td>
<td>Disrepute</td>
<td>Distrust in group/exclusion (→ 2C)</td>
</tr>
<tr>
<td>3B</td>
<td>Cultural norms/expect.</td>
<td>Repute</td>
<td>Disrepute</td>
<td>Distrust in public-retaliation (→ 3A)</td>
</tr>
<tr>
<td>3C</td>
<td>Legal justice</td>
<td>Repute</td>
<td>Disrepute</td>
<td>Decent legal punishment (→ 3B)</td>
</tr>
</tbody>
</table>

Since Stage 1 is based on sympathy, sanctions are imposed in terms of affection (positive) and dislike (negative). This is the code in which moral discourse takes place at this stage (or the “moral currency” of Stage 1). If moral discourse in terms of this stage – or any other stage – fails because of unwillingness or inability, one can always back out of “the game”, shift to a lower stage and thus play a different game. For instance, if others simply wouldn’t stop taking things away from me or using and possibly spoiling my property illicitly, I will have to fight back in some way.

---

11 Kohlberg first introduced these forms as “sub-stages” (see e.g. 1984), but later treated them as mere „types“, because he noticed anomalies in the developmental sequence (Colby & Kohlberg, 1987). From the point of view of the neo-Kohlbergian taxonomy, however, these anomalies are integrated and therefore constitute no systematic problem anymore.

12 Neo-Kohlbergian stages roughly conform to Kohlberg’s original stages (at least with respect to stages 1 through 5). However, there are a few important differences with respect to particular substages. For instance, the “golden rule” integrates conflicts of interests and identified as Stage 2C in the Neo-Kohlbergian framework, while Kohlberg takes it as a form of Stage 3.
At Stage 1 this always relates to the people with whom one wants or has to keep up (like parents, mates and so on). Thus, the extended punishment at Stage 1A means to shift to Stage 0, i.e., to defend oneself by taking vengeance (this is the Hobbesian state of nature). Similarly, at Stage 1B one can ultimately stop sharing, so that everybody sticks with what they have (which is the principle of Stage 1A), and at Stage 1C one can always revert to strict reciprocity rather than an equitable or caring interaction.

At Stage 2 the legitimacy of interests and the conflicts of interest that arise are the core problem. This stage applies to situations in which the agents are mutually disinterested, either with respect to the person of the other or with respect to a specific activity. Thus, while siblings are generally quite interested in each other and are involved in a close relationship, they may none the less have diverging interests in terms of leisure time activities, and then it is legitimate for them to go their own sweet ways, as it were. Accordingly, a conflict may arise, when one, e.g., wants to listen to loud music while the other has to prepare for an exam (the same of course applies to students sharing a flat). If no ways can be found in which each one can pursue their interests without encroaching upon the others’, one has to go separate ways. This is meant by “suspension” or “separation” as the extended punishment at Stage 2A, where the agents are relegated to contexts, where they do not interfere anymore with each other and only deal with those with whom one gets on well and wants to affiliate.

Stages 2B and 2C provide forms of coordinating in conflicts of interest. Mutual promises at Stage 2B agents with different interests to strike deals so that everybody’s interest is furthered. Any ordinary deal is an example. The PD is a situation in which the agents would like to strike such a deal to overcome the dilemma. But the rules of this game preclude this. Therefore, agents have to revert to Stage 2A and simply pursue their own interest (by defecting). In real life this can be a form of punishing those who go back on their promises. In the PD it is morally just to act selfishly, because the conflict of interest cannot be resolved. Stage 2B requires that both parties have something to trade. Stage 2C goes beyond this, because here one makes a contract with oneself, determining what you would have yourself do, if you were the other person. However, this requires trustful relationships and that the favours you offer are paid back in case the roles were reversed some other time when you are in need of assistance or so. In case of violation of this principle one could revert to 2B and demand immediate compensation for any service to be given.\textsuperscript{13}

At Stage 3A individual interests are merged into group interests. In a way, Stage 2C implies that one tries to please everybody and coordinate diverging individual interests in this way. However, there are situations in which this is impossible, e.g., if one works for a company where pleasing customers of suppliers too much means to spoil the company’s business. At this point it is important to think in terms of social units like companies, departments, families and clans, or peer groups and teams (in sport or at work). Stage 3A relates to these social units and the roles one takes on in these contexts. Role-related reputation is what one can gain, and disrepute may be the price one has to pay, if one fails to fulfil one’s tasks. In the limiting case, one is excluded from the group – either literally, e.g., by being laid off from a firm, or in the sense that group cohesion breaks apart. In the latter case, one can still treat each other with respect and rely on each other in terms of Stage 2C, but not in terms of role-related duties and commitments.

Stage 3B concerns inter-group relationships, with customs and generalised expectations as moral principles. Examples are fairness rules in sport, social “conventions”\textsuperscript{14} like what kinds of behaviour are

\textsuperscript{13} Kohlberg associated the Golden Rule with Stage 3. However, here he seems mistaken, since the Golden Rule applies to balance individual interests, whereas – at least in the neo-Kohlberian framework – Stage 3 is based on social units to which individual interests are merged. In this sense any Stage 3 morality differs sharply from the Golden Rule, which, however, is integrated in this higher order of hierarchical complexity.

\textsuperscript{14} Some separate strictly between moral issues and conventional issues (most prominently Turiel, 1983; 2002; Nucci, 2008). With respect to the systematic differentiation between “norms” and “conventions” in game theory (see above), I fully endorse this. However, social conventions can also function as norms in the sense and in the contexts discussed here. For further discussions of conventions functioning as norms see Bicchieri (2006) and Sugden (2010, where the latter explicitly discusses Turiel’s and Nucci’s approach).
expected from superiors and subordinates, honest practices in commercial relations (e.g., whether a handshake is an obligation or not).

Where there are diverging views among honest people – i.e., “honest” in the sense of Stage 3B – about what is decent and what not, an authority will have to decide, typically the leader or leading authority of group, which can be a political community, a company or any other kind of organisation. That there is a leader or an authority who knows (or must know) what is right and may legitimately decide, is the core of Stage 3C. At this stage, the verdict of an authority is believed to be sacrosanct.

At this point I end the description of moral stages. However, this is not to be mistaken as the endpoint. An authority as just described has to be legitimate, and what follows the acceptance of some kind of leadership is the question how we can determine whether certain laws, rules and forms of government are legitimate or not. This is the proper field of ethics that we would then enter. Altogether, the neo-Kohlbergian taxonomy of stages comprises 9 stages (Minnameier, 2000; 2001; 2005).

Finally, turning back to the three stages just described and to the way the sanctions work, I would like to point out that there are always two kinds of punishment available (see Table 2): One is punishment within an institution, which relates to the proper meaning of the moral principle and reclaims that it be heeded. If the other does not play according to these rules, one can still revert to a lower stage and consequently play another moral game at this lower level. This precludes self-exploitation in situations where certain moral rules cannot be implemented for some reason.

5. Conclusion

HVP does not seem to be a real problem. When people illegitimately act in selfish ways, well-functioning social systems should be able to counter such behaviour by appropriate sanctions. And if these sanctions fail to work effectively, we have to adapt our tools, in particular by playing different (lower-stage) moral games with other kinds of sanctions (as explained in section 5.3). Conversely, however, we will not solve such problems by trying to increase moral motivation in the sense criticised in this article (least of all among moral transgressors).

There are situations, where “happy victimizing” actually seems to be an appropriate behavioural orientation, in particular in strictly competitive situations, as when applying for a job or competing over a large order in business. In such situations, it is morally mandatory to pursue one’s self-interest (as long as one is playing fair). The same is true for situations in which contracts are either not fulfilled or not feasible (like e.g., in the PD).

Keypoints

- The classical (morally externalistic) explanation based on moral motivation has been criticised and confronted with an internalistic alternative that incorporates a theory of inferential reasoning and a reason-based theory of rational choice.
- The reason-based approach and moral functioning can also be interpreted in terms of game theory, where moral principles (or preferences) become preferences for games.
- Empirical evidence supports the reason-based approach, which is then extended to an overall theory of moral principles as institutions in the institutional-economic sense.
One main outcome of this analysis is that morality requires positive and negative sanctioning mechanisms that must be operative, if specific types of morality are to be upheld in specific contexts.

This new approach also revives Kohlbergian moral theory and leads to a Neo-Kohlbergian theory of moral reasoning and moral functioning.
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