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Abstract

A significant challenge currently facing the higher education sector is how to address differential student outcomes in terms of attainment and continuation gaps at various stages of students’ transitions. Worryingly, there appears to be a ‘deficit’ discourse among some university staff in which differential outcomes are perceived to be due to student deficiencies. This may be exacerbated by institutional analyses placing an over-emphasis on the presence of the gaps rather than the causes. The purpose of this primer is to provide advice about how institutions can carry out far more nuanced analyses of their institutional data without requiring specialist software or expertise. Drawing on a multi-level framework for explaining differential outcomes, we begin with guidance for gathering quantitative data on explanatory factors for attainment and continuation gaps, largely by linking sources of internal data that have not previously been connected. Using illustrative examples, we then provide tutorials for how to model explanatory factors employing IBM SPSS Statistics (IBM Corp., Armonk, NY, USA) to perform and interpret regression and meta-regression analyses of individual- and group-level (aggregated) student data, combined with data on micro- and meso-level factors. We propose that university staff with strategic responsibilities could use these approaches with their institutional data, and the findings could then inform the design of context-specific interventions that focus on changing practices associated with gaps. In doing so, institutions could enhance the evidence-base, raise awareness, and further ‘embed the agenda’ when it comes to understanding potential reasons for differential student outcomes during educational transitions.
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1. Introduction

Recent transitions research has signalled a move away from seeing students as a homogeneous group undergoing a ‘transition process’ to acknowledging the importance of their diversity as they progress through university (Gravett, 2019). One aspect of diversity that presents a significant challenge for the higher education sector relates to the presence of differential student outcomes. Whilst at university, students from underrepresented backgrounds generally have lower levels of achievement (known as attainment gaps), and are less likely to progress from one year to the next (known as continuation gaps), than their traditional counterparts (OfS, n.d.). Differential outcomes have been found for students from a range of backgrounds, with poorer attainment and continuation outcomes for those who are mature, studying part-time, from a lower socioeconomic group, and from a Black, Asian, and minority ethnic background (Woodfield, 2014). These gaps have been identified across the sector internationally, including in the UK, USA, Australia, Belgium, Germany, and Denmark (Lens & Levrau, 2020; Mountford-Zimdars et al., 2015; Singh, 2011; Tieben, 2020).

Despite prior attainment and type of entry qualification only partially accounting for the presence of gaps (Broecke & Nicholls, 2007), there appears to be a ‘deficit’ discourse among some university staff in which differential outcomes are perceived to be due to student deficiencies (Miller, 2016; Singh, 2011; Stevenson, 2012). This may be exacerbated by institutional analyses placing an over-emphasis on the presence of the gaps themselves. Universities routinely collect a range of quantitative data at the point of student enrolment, some of which is then utilised to assess whether their widening participation targets are being met. These data may include demographic details such as gender, age, ethnicity, disabilities, and socioeconomic group, and they are further used to model whether there are differential outcomes in terms of attainment or continuation gaps at various stages of students’ transitions (e.g. end of first year grades, when progressing from the first year to the second year, etc.). Analysing these data is necessary for regulatory reporting purposes, but these data alone do not aid teaching staff in their design of interventions for tackling the causes of these gaps. A recent report also highlighted this over-reliance on collecting quantitative data at the expense of engaging with students about their actual experiences (UUK & NUS, 2019).

Since differential student outcomes are quantitatively assessed (Jones, 2018), qualitative evidence alone cannot be used to ascertain the factors that explain why there are gaps. Institutions have a duty to both monitor and attempt to reduce gaps, so this is likely to be an important target for senior management. However, we argue that any large-scale quantitative analyses of attainment and continuation gaps need to move beyond solely focusing on the presence of the gaps, and characteristics of the students, to take into account the explanatory factors for these differential outcomes. In order for teaching staff to improve the focus and design of interventions addressing gaps, they need to know the precise factors that may impact on these outcomes for their own students, drawing on evidence from their own institutional and disciplinary contexts (Mountford-Zimdars et al., 2017). Thus, quantitative analyses may offer a way forward, but more nuance is likely to be needed when determining which data to analyse and how:

*Universities need to take a more scientific approach to tackling the attainment gap, by gathering and scrutinising data in a far more comprehensive way than they may currently be doing, in order to inform discussions between university leaders, academics, practitioners and students.* (UUK & NUS, 2019, p. 2)

Therefore, the purpose of the current primer is to provide accessible guidance on the decisions that institutions should consider making when attempting to draw on evidence for the factors that may explain differential student outcomes. This primer provides suggestions for how explanatory factors can be quantitatively collected, and most importantly, how these data can be analysed using relatively straightforward approaches that do not require access to specialist software or expertise. It provides tools to model potential factors explaining differential outcomes within specific contexts throughout students’ transitions. Such models could then be used to stimulate conversations between teaching staff and students around issues that have been identified, and enable the design of context-specific interventions.
that focus on changing practices that have been confirmed to be associated with gaps. This could also extend the literature on differential outcomes.

2. Gathering multi-level quantitative evidence for differential student outcomes

In his theory of student departure, Tinto (1993) asserts that student persistence is based on how well they integrate into the social and academic systems of their university. This ability to integrate is thought to be influenced by students’ background characteristics, the institutional environment, and their experiences and interactions whilst they are at university. Building on the findings of Cousin and Cuerton’s (2012) attainment gap report, Mountford-Zimdars et al. (2015) conducted a critical review of the potential causes of differential student outcomes to identify explanatory factors for outcome gaps, which they categorised into: Students’ experiences of curriculum practices; relationships between staff and students; social, cultural and economic capital; and psychosocial and identity factors. Mountford-Zimdars et al. also proposed the use of a multi-level framework for understanding these explanatory factors. At a micro-level, explanatory factors may be related to the individual student and their one-to-one interactions with university staff. At a meso-level, explanatory factors may involve institutional and learning environment factors. At a macro-level, explanatory factors may be due to the wider higher education context and structure. These explanatory factors intersect with the multi-level framework, so they may occur at multiple levels and at various stages throughout students’ transitions. Figure 1 shows how these explanatory factors might manifest at the multiple levels of Mountford-Zimdars et al.’s framework.

![Figure 1. Multi-level framework of explanatory factors for differential student outcomes based on the model from Mountford-Zimdars et al. (2015)](image-url)
Although institutions have attempted to tackle differential student outcomes, interventions often simultaneously target both micro- and meso-level components, so it is difficult for teaching staff to disentangle which actions are reducing gaps and which are unsuccessful (Miller, 2016). As a result, research-informed changes to practice may currently be limited. Incorporating the model in Figure 1 into quantitative analyses may enable a greater understanding of the specific aspects of students’ backgrounds and the university environment that are associated with differential outcomes within specific contexts. Mountford-Zimdars et al. (2015) made several recommendations for reducing differential student outcomes in their report, and we propose that the current primer might support institutions in attending to some of those suggestions. Firstly, this primer provides guidance about how to enhance the evidence-base by drawing on module-level data, linking sources of internal data that have not previously been connected to increase understanding about the institution’s context within the larger national and international picture. The methods should raise awareness among staff with strategic responsibilities, enabling interventions to be informed by evidence that is relevant to the institutional context. Finally, this primer supports institutions in ‘embedding the agenda’ through aiding the design of both targeted interventions (i.e. interventions that are directed at specific student groups) and universal interventions (i.e. interventions for all students that may be particularly beneficial for specific student groups).

Since explanatory factors that occur at the micro- and meso-levels are perceived to be the institution’s responsibilities (Mountford-Zimdars et al., 2015), these factors need to be operationalised if they are to be included in quantitative models. Micro-level factors occur at an individual level, so it is possible to quantify some of these as variables using validated self-report questionnaires. For example, the University Attachment Scale (France et al., 2010) includes a subscale for measuring students’ sense of belonging to the university. Meso-level variables mostly involve the group-level features of modules and programmes. Whilst the potential difficulty of gathering quantitative data of curriculum content has previously been noted (Miller, 2016), we suggest that these data could be obtained from a document analysis or audit of module descriptors, module booklets, examiner reports, prospectuses, the VLE structure and use, etc. There is likely to be a wealth of data available that could be useful, covering support available to students, types of assessment, extra-curricular activities, departmental policies, and anything else that may be relevant to the disciplinary and institutional context. The use of learning analytics data might also prove useful at both micro- and meso-levels. Since macro-level variables occur at the sectoral level, it may be difficult to model variation in these variables unless data are being shared across institutions, but there is scope for gathering these data. Ultimately, each institution needs to identify their own priorities whilst ensuring they align with the discussed theory. They must base their priorities on the relevance of the variables to their particular student groups, the data they have available, and whether their documentation is an accurate depiction of actual practices and how they are received by students.

3. Analysing multi-level quantitative evidence for differential student outcomes

In this section we provide tutorials for how to perform and interpret analyses of institutional data that do not require any specialist knowledge beyond a basic understanding of statistics. All tutorials utilise IBM SPSS Statistics (IBM Corp., Armonk, NY, USA) and all SPSS data sets, syntax files and macros to run and adapt analyses for readers’ own purposes are freely available at https://doi.org/10.5281/zenodo.4115264, so readers only need access to SPSS software to perform the same analyses or adaptations of these2. Because SPSS syntax has been provided with code for all of the procedural steps of running the necessary statistical tests, we only focus on how to interpret the results of such analyses. The data for all examples in this primer are fictional, and have only been designed to simulate the possible behaviour of institutional data for the purposes of demonstrating how the analytical approaches can be used. No inferences or conclusions should be drawn from the findings of these examples, because the results are not real. We anticipate that readers can use the example data sets as templates and substitute in their own data.
3.1 Individual-level data (Tutorials 1 and 2)

If data for individual students (e.g. their demographic details and possibly questionnaire responses) are accessible for the purposes described in this primer, it is possible to analyse these data using two common regression approaches based on the General Linear Model (GLM). Therefore, in Tutorials 1 and 2 we provide guidance about how to perform and interpret analyses of example individual-level data in order to model potential explanatory factors as covariates of attainment and continuation gaps. These examples focus on micro-level explanatory factors, because these occur at the individual level. The questions we aim to answer in these examples are: Are there attainment/continuation gaps based on the students’ background groups, and can a set of micro-level factors predict attainment/continuation over and above these groups?

3.2 Group-level (aggregated) data (Tutorials 3 and 4)

We anticipate that there may only be access to aggregated data for analysis due to individual-level data being restricted to certain staff or because consent has not been obtained to connect sensitive student data to other variables, so in Tutorials 3 and 4 we cover how meta-regression can be used to analyse such data. Meta-analysis was designed to synthesise an average effect size and how much it varies across multiple studies (Pigott & Polanin, 2020). The GLM can be extended in meta-analysis to also model the role of study-level covariates in explaining effect sizes (Field & Gillett, 2010; Hedges et al., 2009). This is known as meta-regression. Therefore, we propose that differences in data averaged for particular student groups at a module-level can be treated as an effect size, with the overall programmes functioning in the same way that separate studies do in meta-analysis studies. Further, meso- and macro-level factors can be treated as study-level covariates because these occur at a module, programme, institution and sector level. By only drawing on average effect sizes, this approach reduces issues around data privacy, because it only requires data aggregated for a whole group rather than for individual students (Pigott & Polanin, 2020). Moreover, beyond these privacy issues, one of the main advantages of using meta-regression in this context is that the attainment and continuation gaps become the direct focus of analyses, so we believe this is a novel approach to analysing these data. Thus, in Tutorials 3 and 4, we provide guidance about how to perform and interpret meta-regression analyses of example student data aggregated to a group level. As a result, these examples focus on meso-level explanatory factors, although they could also theoretically include macro-level factors if cross-institution data are available. Since we are focusing on explaining the gaps themselves, the questions we aim to answer in these examples are: Are there attainment/continuation gaps based on the students’ background groups, and can a set of meso-level factors predict these gaps?

3.3 Tutorial 1: Illustrative example of analysing attainment gap data measured at an individual level

Tutorial 1 presents an analysis of the Individual_Level_Example.sav SPSS data set, which was designed to closely approximate what real student data might look like if recorded at an individual level. This hypothetical data set simulates a range of variables for a sample of students \( N = 319 \) at the end of their first year of university. The variables are detailed in Table 1 and include: Students’ average grades (the outcome variable); a student background group variable; and a set of hypothetical micro-level variables that may account for differential student outcomes (as influenced by theory) to be used as covariates.
Table 1

Variables included in Individual_Level_Example.sav SPSS data set

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>studentid</td>
<td>Student identifier</td>
<td>Unique numerical identifier for each student</td>
</tr>
<tr>
<td>grades</td>
<td>Average end of first year grade</td>
<td>Attainment outcome (used in Tutorial 1) measured as a continuous variable recorded for individual students across all modules of their programme that year (this could also have been averaged across a number of assessments, modules, years, etc.)</td>
</tr>
<tr>
<td>continuation</td>
<td>Student has dropped out or progressed/completed</td>
<td>Continuation outcome (used in Tutorial 2) measured as a categorical variable with individual students having dropped out of university at some point (coded as 0) or progressed to their current year of university and/or completed (coded as 1)</td>
</tr>
<tr>
<td>group</td>
<td>Student background group</td>
<td>Student background groups (0 = Group 0, 1 = Group 1); we have not specified what this represents, but if, for example, we are interested in socioeconomic gaps, these two groups could represent whether the student is from a high or low socioeconomic group (we have anticipated that group 0 represents the group of students who are from an underrepresented background)</td>
</tr>
<tr>
<td>entryqual</td>
<td>Entry qualification</td>
<td>Covariate measured as a categorical variable with students having one type of entry qualification or another (0 = Qualification type A, 1 = Qualification type B)</td>
</tr>
<tr>
<td>priorgrade</td>
<td>Average prior grade</td>
<td>Covariate measured as a continuous variable representing students’ prior attainment in the form of their average high school grade (%)</td>
</tr>
<tr>
<td>belonging</td>
<td>Sense of belonging to university</td>
<td>Covariate measured as a continuous variable representing students’ sense of belonging to the university measured by a self-report questionnaire (range 1-5; higher scores indicate greater belonging)</td>
</tr>
</tbody>
</table>

The question we aim to answer in this tutorial is: Is there an attainment gap based on the students’ background groups, and can a set of micro-level factors predict attainment over and above these groups? For Tutorial 1, we performed a linear regression analysis, based on the GLM, to determine the relative contribution that each variable might make to explaining variance in students’ grades. Linear regression analysis functions by modelling the relationships between the variance of an outcome variable (in this case, average grades) and one or more covariates. Multiple models can be compared in terms of their ability to predict variance in the outcome variable. For our first model, we entered the student background group variable on its own to initially determine whether there were group differences in grades (Model 1). We then entered prior attainment, entry qualification, and the measure of belonging into the next model (Model 2). Covariates could also have been entered into the analysis at separate steps, so similar variables could have been grouped together; this is a useful way to compare models. The Individual_Level_Attainment.sps SPSS syntax file includes the code for all stages of this analysis. In order to assess the model fit, we need to check for any sources of bias in the data (i.e. outliers and influential cases). If we want to generalise the model beyond the sample, we also need to check whether certain assumptions have been met. Diagnostic tests for checking sources of bias and whether assumptions have been met have been included in the SPSS syntax, but they are not discussed further here. Figure 2 displays the Model Summary table from the SPSS output.
In the first row of the table in Figure 2, we can see the proportion of variance in grades (the outcome) that is predicted by Model 1, which only includes the student background group variable. If we multiply the Adjusted R Square value (the proportion of variance explained in the outcome by the model, adjusted to take into account the number of covariates) by 100, this indicates that the group variable alone explains 9.8% of the observed variation in grades. The Change Statistics section of the table shows that this model is statistically significant ($p < .001$). The second row shows the model with entry qualification, prior attainment, and belonging covariates added (Model 2). Model 2 explains 42.5% of the variation in grades and the change in this model from Model 1 is significant ($F_{\text{Change}} = 59.14$, $p < .001$). The ANOVA table from the SPSS Output also explains whether each model is a significant fit. We now look at the contribution each individual covariate made to each model by examining the Coefficients table from the SPSS Output (Figure 3).

The table in Figure 3 shows the individual contribution of each covariate to each model in the analysis. All $B$-values (labelled Unstandardized Coefficients $B$ in the SPSS output) are positive and significant ($p < .001$), meaning that higher scores on all variables predict higher grades. The $B$-values can also be used to understand how much change we would expect in grades from a one unit change in these variables based on whatever units the original variables were measured in, whilst holding the effects of other variables constant (when using regression, all coefficients are conditional on the effects of other variables in the respective model). In Model 1, the $B$-value for the constant is 56.643, which represents the average end of first year grades (i.e. 56.64%) for the baseline group (group 0). The $B$-
value for student background group is 5.462, which indicates that students coded as group 1 scored on average 5.46% higher in their end of first year grades than students coded as group 0, demonstrating that an attainment gap is present. In Model 2, the $B$-value of .251 for prior attainment, indicates that a 1% increase in average prior grades predicts a 0.25% increase in average end of first year grades, whilst holding the effects of all other variables constant.

It is important to note that the use of Beta coefficients (labelled Standardized Coefficients Beta in the SPSS output) for examining relative importance of covariates is problematic in educational research, because there is likely to be high dependence between covariates (Karpen, 2017). Therefore, Courville and Thompson (2001) advocate interpreting Beta coefficients alongside zero-order correlations between the covariate and outcome in order to avoid misinterpretations. When covariates are highly linearly related, this is known as multicollinearity, and it could indicate there is evidence of bias, such that the $B$-values for each covariate may not be valid or accurate with respect to the other covariates. Since multicollinearity can still be present even when there are relatively small correlations between covariates (Alin, 2010), tolerance and VIF values (as found in the Collinearity Statistics section of the Coefficients table in Figure 3) should also be checked. Although there have been various debates about whether to use strict cut-offs when determining what constitutes a problematic level of collinearity in the data (Thompson et al., 2017), using a general rule of thumb, we would not anticipate there being a particular issue with overlap in the variables in this analysis, since tolerance values are close to one and VIF values are not much greater than one. This means that each variable appears to be making a unique contribution to the model.

In this example, we aimed to determine whether there were attainment gaps based on students’ background groups, and whether a set of micro-level factors could predict attainment over and above these groups. The analysis of this hypothetical data set indicates that students coded as group 1 performed better than students coded as group 0, but variation in attainment can also be explained by students’ entry qualification, prior attainment and their sense of belonging to the university.

3.4 Tutorial 2: Illustrative example of analysing continuation gap data measured at an individual level

Tutorial 2 also presents an analysis of the Individual Level Example.sav SPSS data set. However, the continuation variable in the data set was used as the outcome instead of grades (see Table 1). We are no longer modelling a linear relationship between covariates and the outcome, because we now have a binary outcome (drop out or progress/complete), so the GLM requires a logarithmic transformation to express the non-linear relationship in linear terms. Binary logistic regression enables us to predict the odds of students dropping out of university based on a set of categorical and continuous covariates by computing an odds ratio (OR) for each covariate. The OR is the ratio between the probability of an event occurring and the probability of this event not occurring, and it can be used to determine the proportionate change in odds for the outcome variable based on a change in the covariate. To demonstrate this, Table 2 displays the association between student background group and continuation, with $A$, $B$, $C$ and $D$ representing the numbers of students in each category.

<table>
<thead>
<tr>
<th>Background Group</th>
<th>Continuation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dropped out (0)</td>
</tr>
<tr>
<td>0</td>
<td>$A$ (n when Group = 0, Continuation = 0)</td>
</tr>
<tr>
<td>1</td>
<td>$C$ (n when Group = 1, Continuation = 0)</td>
</tr>
</tbody>
</table>
Following Table 2, an OR can be computed to determine the odds that students in one group are more likely to drop out than students in the other group. If we divide the odds of dropout occurring for group 0 \((A/B)\) by the odds of dropout occurring for group 1 \((C/D)\), an OR value of less than one means that \(C/D\) is larger than \(A/B\), so this would indicate a negative relationship (i.e. a score of 0 on one variable and 1 on the other) between the student background group and continuation, meaning that students coded as group 1 are more likely to drop out (coded as 0). An OR value greater than one means that \(A/B\) is larger than \(C/D\), so this would indicate a positive relationship, meaning that students coded as group 0 are more likely to drop out. To aid with understanding, we have plotted a hypothetical positive relationship in Figure 4.

![Figure 4](image)

**Figure 4.** Visual depiction of a positive relationship between student background group and continuation

The question we aim to answer in this tutorial is: Is there a continuation gap based on the students’ background groups, and can a set of micro-level factors predict continuation over and above these groups? For Tutorial 2, we performed a binary logistic regression analysis to determine the relative contribution that each variable might make to explaining the odds of students dropping out of university or progressing/completing. We began by specifying the models, so in the first model we entered the student background group variable on its own (Model 1). We then entered prior attainment, entry qualification, and the measure of belonging into the next model (Model 2). The `Individual_Level_Continuation.sps` SPSS syntax file includes the code for all stages of this analysis. Findings from model specifications are found in Figure 5.

![Table 5](image)

**Table 5.** SPSS output of model summary tables from models 1 (table above) and 2 (table below) in logistic regression analysis of `Individual_Level_Example.sav` data set using `Individual_Level_Continuation.sps` syntax
Figure 5 demonstrates whether each model is a good fit to the data. The Model row of the first table indicates that Model 1 (which includes the student background group variable only) is a significant fit to the data \((p < .001)\). The Block row in the second table indicates that the change from Model 1 to Model 2 (which adds all covariates) is significant \((p < .001)\). As with Tutorial 1, we need to check for any sources of bias in the data (i.e. outliers and influential cases), and whether certain assumptions have been met if we want to generalise the model. Diagnostic tests for checking sources of bias and whether assumptions have been met have been included in the SPSS syntax. We now look at the contribution each individual covariate made to each model by examining the Variables in the Equation tables from the SPSS Output (Figure 6).

<table>
<thead>
<tr>
<th>Variables in the Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td><strong>Step 1</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Student background group</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

<sup>a</sup> Variable(s) entered on step 1: Student background group.

<table>
<thead>
<tr>
<th>Variables in the Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td><strong>Step 1</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Student background group</td>
</tr>
<tr>
<td>Entry qualification</td>
</tr>
<tr>
<td>Average prior grade</td>
</tr>
<tr>
<td>Sense of belonging to university</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

<sup>a</sup> Variable(s) entered on step 1: Entry qualification, Average prior grade, Sense of belonging to university.

**Figure 6.** SPSS output of variables in the equation tables from models 1 (table above) and 2 (table below) in logistic regression analysis of Individual_Level_Example.sav data set using Individual_Level_Continuation.sps syntax

The tables in Figure 6 show the individual contribution of each covariate to each model in the analysis. All \(B\)-values indicate positive relationships and are significant, but the OR values (labelled as \(Exp(B)\) in the SPSS output) are easier to interpret. In Model 1, the OR for student background group is 6.449. This value is greater than one, which indicates a positive relationship between student background group and continuation, and this is significant \((p < .001)\). Therefore, students coded as group 0 were more likely to drop out (also coded as 0) than students coded as group 1 by a factor of 6.449. In other words, students coded as group 0 were over six times as likely to drop out than students coded as group 1, demonstrating that a continuation gap is present. In Model 2, the effect of background group drops to non-significance \((p = .123)\, and the confidence interval, labelled as 95% C.I. for EXP(B) in the SPSS output, also crosses one) and prior attainment is also non-significant \((p = .072)\). Entry qualification and sense of belonging are significant \((OR = 7.785, p < .001)\, and OR = 2.208, \(p = .018\), respectively). This indicates that students with lower scores on the measure of belonging and Qualification type A (coded as 0) were more likely to drop out (also coded as 0), assuming the effects of all other variables are held constant. Finally, we can check for interdependence between covariates by checking whether covariates are correlated, and whether there is evidence of multicollinearity by running a linear regression analysis (included in the SPSS syntax) to check tolerance and VIF values.
In this example, we aimed to determine whether there were continuation gaps based on students’ background groups, and whether a set of micro-level factors could predict continuation over and above these groups. The analysis of this hypothetical data set indicates that students coded as group 0 were more likely to drop out than students coded as group 1. However, this association was not present once taking into account students’ entry qualification and their sense of belonging to the university, which better predicted the odds of students dropping out or progressing/completing.

3.5 Tutorial 3: Illustrative example of analysing attainment gap data measured at a group level

Tutorial 3 presents an analysis of the Group_Level_Attainment_Example.sav SPSS data set, which was designed to closely approximate what real aggregated student data might look like when modelling attainment gaps. This hypothetical data set simulates a range of variables for a sample of 1056 modules within 40 programmes. The variables are detailed in Table 3 and include: Average grades at a module-level for two different groups of students (student background group), the year of study of the module in the programme, and a set of meso-level variables that may account for differential student outcomes (as influenced by theory) to be used as covariates.

When modelling attainment gaps at an individual level (Tutorial 1), the outcome was students’ grades and the initial covariate entered in the analysis was the student background group variable. Extending this to a group level, the difference in average grades between the two groups for a particular module represents an effect size, so this is our outcome variable when using meta-regression. Standard meta-analytic techniques are predicated on the assumption that effect sizes are independent (Cheung, 2019). However, effect sizes for each module are likely to be dependent because grades for each module will include the same students across a programme, known as correlated effects (Hedges et al., 2010; Tipton & Pustejovsky, 2015). Robust variance estimation (RVE) can be used in meta-regression analyses to correct for correlated estimates (Hedges et al., 2010). Meta-analyses using RVE with fewer than 40 studies may produce overly narrow confidence intervals (Tanner-Smith & Tipton, 2014), so we recommend that analyses include at least 40 programmes. Consideration should also be given to the inclusion of modules with very few students from a particular background group, because effect sizes based on small sample sizes could artificially inflate the size of gaps. One way to check for this is to perform sensitivity analyses, which involves running analyses with and without the data from particular modules to see whether their inclusion appears to bias the results.

Since we are focusing on explaining the attainment gaps themselves, the question we aim to answer in this tutorial is: Are there attainment gaps based on the students’ background groups, and can a set of meso-level factors predict these gaps? For Tutorial 3, we performed a meta-regression analysis using RVE with correlated effects weights. The background group variable does not need to be entered into the analysis as a separate variable, so no covariates were included in the first model. This intercept-only model therefore tested whether there was a significant attainment gap between the two student groups (Model 1), equivalent to the first model in Tutorial 1. Before entering any of the covariates into the analysis we needed to code whether values of covariates can differ within a programme (i.e. values differ between modules within a programme) or only between programmes (i.e. values are the same for all modules within a programme). In the current example, the attendance variable could only differ between programmes (i.e. all modules within a programme took on the same value), so this variable could be included in the analysis as it is. However, the following covariates had the potential to take on different values across modules within a single programme: Year of study of the module in the programme (because each programme included modules across years 1, 2 or 3), number of assessment components, and percentage of independent study time expected of students. Therefore, new variables needed to be created in SPSS to average the scores for these covariates across all modules within a programme (programme-mean values for each variable to model between-programme effects) and to center these covariate scores around the programme-mean (to model within-programme/between-module effects). This is an important step, because it separates out between- and within-effects to aid the interpretation of covariate effects (Tanner-Smith & Tipton, 2014). We then entered all covariates...
into Model 2°. These included: Year of study of the module, number of assessment components, the percentage of independent study time, and the attendance variable. We also needed to specify a rho value to represent the estimated size of intercorrelations expected between effect sizes within a programme. Rho values range between 0 and 1, with higher values indicating greater dependence. As this value is only an estimate of dependency, we used a conservative rho value of .80.

Table 3

*Variables included in Group_Level_Attainment_Example.sav SPSS data set*

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>studyid</td>
<td>Programme of study</td>
<td>Unique numerical identifier for each programme</td>
</tr>
<tr>
<td>moduleid</td>
<td>Module code</td>
<td>Unique numerical identifier for each module</td>
</tr>
<tr>
<td>year</td>
<td>Year of study of the module in the programme</td>
<td>Covariate measured as a continuous variable with numerical values representing the study level of the module (1 = year 1, 2 = year 2, 3 = year 3), so values can differ between modules within a programme</td>
</tr>
<tr>
<td>group0mean</td>
<td>Mean grade for group 0</td>
<td>Student background groups (0 = Group 0, 1 = Group 1); we have not specified what this represents, but if, for example, we are interested in socioeconomic gaps, these two groups could represent whether the student is from a high or low socioeconomic group (we have anticipated that group 0 represents the group of students who are from an underrepresented background)</td>
</tr>
<tr>
<td>group0sd</td>
<td>SD of grades for group 0</td>
<td></td>
</tr>
<tr>
<td>group0n</td>
<td>Number of grades for group 0</td>
<td></td>
</tr>
<tr>
<td>group1mean</td>
<td>Mean grade for group 1</td>
<td></td>
</tr>
<tr>
<td>group1sd</td>
<td>SD of grades for group 1</td>
<td></td>
</tr>
<tr>
<td>group1n</td>
<td>Number of grades for group 1</td>
<td></td>
</tr>
<tr>
<td>assess</td>
<td>Number of assessment components in module</td>
<td>Covariate measured as a continuous variable with numerical values representing the number of individual assessments in the module, so values can differ between modules within a programme</td>
</tr>
<tr>
<td>indstudy</td>
<td>Percentage of independent study time in module</td>
<td>Covariate measured as a continuous variable with numerical values representing the percentage of independent study expected of students out of all of the study time for the module, so values can differ between modules within a programme</td>
</tr>
<tr>
<td>attend</td>
<td>Attendance contributes to grade for module</td>
<td>Covariate measured as a categorical variable representing whether the programme has a policy of students’ attendance contributing to their module grade (0 = No, 1 = Yes); all modules within a particular programme either had this policy or not, so values are the same for all modules within a programme</td>
</tr>
</tbody>
</table>

The *Group_Level_Attainment.sps* SPSS syntax file includes the code for all stages of this analysis, including the creation of new covariate variables with centered and mean scores. The freely available RVE meta-regression SPSS macro file, *RobustMeta.sps* (Tanner-Smith & Tipton, 2014)¹⁰, should be saved on the computer that will be used for performing analyses prior to running any SPSS syntax files, and the file path for where this macro is saved needs to be added to the syntax, as noted in the syntax instructions. Figure 7 displays the SPSS output for the model that did not include any covariates.
In Figure 7, the $B$-value for the constant (labelled as Coef in the SPSS output) is 5.27, which represents the overall effect size (i.e. attainment gap) across all modules, and this is significant ($p < .001$; significance is labelled as $Pr > |T|$ in the SPSS output). Because this value was calculated by deducting the average grade of Group 0 from the average grade of Group 1, we can ascertain that the positive mean difference indicates that Group 1 has a higher average grade (5.27% greater) than Group 0, demonstrating that an attainment gap is present. The $N$ Level 1 value shows that 1056 effect sizes were included in the analysis and the $N$ Level 2 value shows that there were 40 programmes. The Average Level 1 $N$ value shows that there was an average of 26.40 modules per programme in the analysis. The Assumed Rho of .80 is the average intercorrelation we expected there to be between module effect sizes. Finally, the Tau-squared estimate indicates the amount of variance between programmes at the rho level we selected, and the sensitivity analysis shows how this amount of variance would have differed at different rho levels. We can see from this range that the variance level would not have been that different if we expected there to be a smaller or larger intercorrelation between modules. Model 2 is displayed in Figure 8.
Figure 8. SPSS output of Model 2 from meta-regression analysis of Group_Level_Attainment_Example.sav data set using Group_Level_Attainment.sps syntax

Figure 8 includes all of the covariates in the meta-regression analysis. The m_ (mean) prefix denotes that values that this variable have been averaged within a programme to allow us to interpret between-programme effects, whereas the c_ (center) prefix denotes that these variables have been centered around the programme-mean to reflect within-programme (or between-module) effects. Firstly, year of study is a significant negative covariate within programmes (labelled c_year in the SPSS output; \( p < .001 \)), which means that the size of any attainment gaps decreases as students transition through university. The amount of independent study time expected of students is also a significant positive covariate within programmes (labelled c_indstu in the SPSS output; \( p = .026 \)), with the size of attainment...
gaps increasing as the amount of expected independent study time increases. Finally, the attendance variable is a significant positive covariate (labelled attend in the SPSS output; $p = .006$), so having a policy of attendance contributing to students’ grades (coded as 1) predicts a larger gap in attainment between groups. As with the regression analysis in Tutorial 1, the $B$-values in the Coef column can also be used to understand how much change we would expect in the attainment gap from a one unit change in these variables (based on whatever units the original variables were measured in), whilst holding the effects of all other variables constant.

In this example, we aimed to determine whether there were attainment gaps based on students’ background groups, and whether a set of meso-level factors could predict these gaps. The analysis of this hypothetical data set indicates that students coded as group 1 performed better than students coded as group 0, and this overall attainment gap can be explained by the year of study of the module, the amount of independent study time expected of students in the module, and whether there is a policy of attendance contributing to students’ grades.

3.6 Tutorial 4: Illustrative example of analysing continuation gap data measured at a group level

Tutorial 4 presents an analysis of the Group_Level_Continuation_Example.sav SPSS data set, which was designed to closely approximate what real aggregated student data might look like when modelling continuation gaps. Continuation occurs at the year-level (rather than at a module-level) within a programme; students either progress from one year to the next (and then complete their studies) or drop out. Therefore, this hypothetical data set simulates a range of variables for a sample of 40 programmes, split by the year of study of the programme. The data set includes the number of students who dropped out of university during a particular year of study for two different groups of students (student background group). It also includes the same set of meso-level variables used as covariates in Tutorial 3, instead averaged across all modules for the year of the programme rather than split by module (the variables are detailed in Table 4).

There are three types of effect size that could be calculated for these data set for use in the meta-regression analysis. The first effect size option is to calculate the risk ratio, which in this example would be the ratio between the risk of dropout for one student group compared to the risk of dropout for the other group. The second effect size option is to calculate the risk difference, which is the difference between these two risks. The final option is to calculate the OR, which is what is used in logistic regression analyses. Hedges et al. (2009) suggest that ORs have statistical properties that often make them the best effect size option with meta-analyses of binary data, so since this statistic was also used when modelling continuation gaps at an individual level (Tutorial 2), we have used it with the current data in this tutorial. However, the SPSS syntax for this example also computes variables for risk ratios and risk differences in case the reader would prefer to use these measures instead. It is also necessary to use the log-transformed OR over the raw OR to ensure that there is a balance in ratios between groups (Hedges et al., 2009). When modelling continuation gaps at an individual level (Tutorial 2), the outcome was the continuation variable and the initial covariate entered in the analysis was the student background group variable. Extending this to a group level, the log OR for the association between these two variables (see Table 2) represents an effect size, so this is our outcome variable when using meta-regression.
Table 4

Variables included in Group_Level_Continuation_Example.sav SPSS data set

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>clusterid</td>
<td>Programme of study</td>
<td>Unique numerical identifier for each programme</td>
</tr>
<tr>
<td>year</td>
<td>Year of study of the programme</td>
<td>Covariate measured as a continuous variable with numerical values representing the study level in the degree programme (1 = year 1, 2 = year 2, 3 = year 3), so values can differ within a programme</td>
</tr>
<tr>
<td>group0drop</td>
<td>Number of students categorised as being in Group 0 who dropped out that year</td>
<td>Student background groups (0 = Group 0, 1 = Group 1); we have not specified what this represents, but if, for example, we are interested in socioeconomic gaps, these two groups could represent whether the student is from a high or low socioeconomic group (we have anticipated that group 0 represents the group of students who are from an underrepresented background)</td>
</tr>
<tr>
<td>group0n</td>
<td>Number of students categorised as being in Group 0 in that year</td>
<td></td>
</tr>
<tr>
<td>group1drop</td>
<td>Number of students categorised as being in Group 1 who dropped out that year</td>
<td></td>
</tr>
<tr>
<td>group1n</td>
<td>Number of students categorised as being in Group 1 in that year</td>
<td></td>
</tr>
<tr>
<td>assess</td>
<td>Average number of assessment components across all modules for that programme that year</td>
<td>Covariate measured as a continuous variable with numerical values representing the average number of assessment components across all modules for that programme that year, so values can differ between years within a programme</td>
</tr>
<tr>
<td>indstudy</td>
<td>Average percentage of independent study time across all modules for that programme that year</td>
<td>Covariate measured as a continuous variable with numerical values representing the average percentage of independent study expected of students out of all of the study time across all modules for that programme that year, so values can differ between years within a programme</td>
</tr>
<tr>
<td>attend</td>
<td>Attendance contributes to grade</td>
<td>Covariate measured as a categorical variable representing whether the programme has a policy of having students’ attendance contribute to their grade (0 = No, 1 = Yes), so values are the same for all years within a programme</td>
</tr>
</tbody>
</table>

The Group_Level_Continuation_Example.sav SPSS data set includes the dropout numbers for each year of a programme (i.e. years 1, 2 and 3) at a single point in time. Therefore, unlike the data set used in Tutorial 3, effect sizes do not include any of the same students. However, whilst effect sizes are independent, there are three separate effect sizes clustered within each programme (one for each year of students’ study). Therefore, there may be hierarchical dependence between effect sizes (Tipton & Pustejovsky, 2015), because although different individuals contribute to each effect size, there may be a shared influence on patterns of continuation within a particular programme (e.g. because the same staff may teach across years on a programme, there may be similarities in curriculum design across a programme, etc.). It is worth noting that hierarchical dependency may also have been present in the data set used for Tutorial 3, since each programme was also clustered within a department/school that may have led to shared influences between programmes. However, it has been advised that the analysis
should use the weights (correlated or hierarchical) based on the most common type of dependency in the data (Tanner-Smith et al., 2016; Tipton & Pustejovsky, 2015).

Since we are focusing on explaining the continuation gaps themselves, the question we aim to answer in this tutorial is: Are there continuation gaps based on the students’ background groups, and can a set of meso-level factors predict these gaps? For Tutorial 4, we performed a meta-regression analysis using RVE with hierarchical effects weights. The background group variable does not need to be entered into the analysis as a separate variable, so no covariates were included in the first model. This intercept-only model therefore tested the odds that students in one group were more likely to drop out (Model 1), equivalent to the first model in Tutorial 2. As with Tutorial 3, new variables needed to be created to average covariates across all modules within a programme (programme-mean values for each variable to model between-programme effects) and to center these variables around the programme-mean (to model within-programme/between-year effects), so this was done for the number of assessments and percentage of independent study time variables. We then entered year of study, the average number of assessment components, and the average percentage of independent study time into the next model (Model 2). The Group_Level_Continuation.sps SPSS syntax file includes the code for all stages of this analysis, and again, the SPSS macro file, RobustMeta.sps (Tanner-Smith & Tipton, 2014), needs to be saved on the computer that will be used for performing analyses prior to running any SPSS syntax files, and the file path for where this macro is saved needs to be added to the syntax, as noted in the syntax instructions. Figure 9 displays the SPSS output for the model that did not include any covariates.
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**Figure 9.** SPSS output of the intercept-only model (Model 1) from meta-regression analysis of Group_Level_Continuation_Example.sav data set using Group_Level_Continuation.sps syntax

In Figure 9, the $B$-value for the constant is 1.54, which represents the overall log OR across all years. This effect size is positive and statistically significant ($p < .001$). As each OR is calculated based on the coding used in Table 2, the positive value for the effect size indicates that students coded as group 0 were more likely to drop out than students coded as group 1, demonstrating that a continuation gap is
present. We can convert this back to a raw OR by using an exponential function (e.g. the Excel formula =EXP), which gives an OR value of 4.67. The OR value greater than one indicates that students coded as group 0 were more likely to drop out than students coded as group 1 by a factor of 4.67. In other words, students coded as group 0 were over four times as likely to drop out than students coded as group 1. The N Level 1 value shows that 120 effect sizes were analysed, and the N Level 2 value shows that there were 40 programmes. The Average Level 1 N value shows that there was an average of three years of study per programme in the analysis. Finally, the Tau-squared estimate indicates the amount of variance between programmes, and the Omega-square estimate indicates the amount of variance between years within programmes. Model 2 is displayed in Figure 10.
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*Figure 10. SPSS output of Model 2 from meta-regression analysis of Group_Level_Continuation_Example.sav data set using Group_Level_Continuation.sps syntax*

Figure 10 includes all of the covariates in the meta-regression analysis. As was done in Tutorial 3, variables with an m_ prefix have been averaged within a programme to allow us to interpret between-programme effects, and variables with a c_ prefix have been centered around the programme-mean to reflect within-programme (or between-year) effects. Firstly, the number of assessments is a significant positive covariate within programmes (labelled c_assess in the SPSS output; \( p = .002 \)). Since the effect size has been computed as per the coding in Table 2 (with a higher number indicating that students coded as group 0 have a higher chance of dropping out), this means that as the number of assessment components increases, so do the odds of students coded as group 0 dropping out. The amount of independent study time expected of students is also a significant positive covariate both between programmes (labelled m_indstu in the SPSS output; \( p = .006 \)) and within programmes (labelled c_indstu...
in the SPSS output; \( p = .024 \), meaning that as the amount of expected independent study time increases, so do the odds of students coded as group 0 dropping out. If the \( B \)-values are converted to ORs, they can also be used to understand the likelihood to dropout occurring based on a one unit change in these variables, whilst holding the effects of all other variables constant.

In this example, we aimed to determine whether there were continuation gaps based on students’ background groups, and whether a set of meso-level factors could predict these gaps. The analysis of this hypothetical data set indicates that students coded as group 0 were more likely to drop out than students coded as group 1, and this overall continuation gap can be explained by the average number of assessment components and the average amount of independent study time expected of students.

### 4. Cautions

The purpose of this primer is not to encourage teaching staff to make large-scale changes to their practice based on evidence from quantitative analyses of institutional data alone. We believe this would be very ill-advised for reasons we will now discuss. Most importantly, if data are gathered and analysed in the ways demonstrated in this primer, any associations between covariates and outcomes are not causal, so we cannot claim that these micro- and meso-level factors are causing any observed gaps. Analyses should also be driven by theory, so variables should not simply be included just because data are available, as this may lead to false positives. Of course, there is an opportunity to incorporate variables in analyses in an exploratory sense in order to extend the evidence-base on explanatory factors, but efforts should be made to avoid the “tendency to constantly extend the data inquiry to look at more variables with diminishing returns in terms of understanding” (Mountford-Zimdars et al., 2015, p. 22). Furthermore, an explanatory factor in one area might not be the case in other areas, which limits the generalisability of analyses unless it can be argued that student populations are equivalent and representative. This is why interventions may not always prove to be successful across contexts.

There is also the risk of potential biases in interpretations occurring that readers should attempt to avoid. Firstly, as noted above, each time a covariate is added to a GLM analysis, the coefficients for other covariates change (unless there is zero correlation between covariates, which is unlikely), so each model is context-specific (Dunlap & Landis, 1998). ORs (see Tutorials 2 and 4) cannot be compared across models for this same reason (Mood, 2010). High interdependence between covariates can also be problematic, so Karpen (2017) suggests the use of relative importance analysis, which transforms covariates so they become uncorrelated, as an alternative to linear regression in these situations. Tonidandel and LeBreton (2015) produced a free web-based tool for performing relative importance analyses. Secondly, if readers make the assumption that associations found at the group level apply to the individuals within such groups, they will encounter the ecological fallacy (Freedman, 1999). If an analysis of this same data at an individual level leads to different findings, ecological bias has occurred. Tutorials 3 and 4 show how analyses of aggregated data can enable the introduction of group-level (i.e. meso- and macro-level) variables, which are not able to be incorporated into the individual-level analyses in Tutorials 1 and 2. Because meso- and macro-level explanatory factors manifest at the group level, these variables are not simply individual-level variables that have been aggregated. Therefore, we were not attempting to draw micro-level conclusions about individuals with aggregated data, so we should not be committing the ecological fallacy, because the group level is the level of interest (Schwartz, 1994). However, readers should be careful to avoid simply aggregating individual-level covariates for use with aggregated student data in order to avoid committing this fallacy.

Finally, we do not see the discussed approaches to gathering and analysing quantitative evidence as replacing rich qualitative research on differential student outcomes. Qualitative data may be needed to make sense of what the quantitative findings show. For example, if a factor is strongly associated with the presence of gaps, focus groups could be held with students and teaching staff in areas where that factor is particularly prevalent to learn more about the mechanisms impacting on that factor. As a result of the discussed issues, these analyses alone could never tell the complete story, so we advise that
results only be used to highlight specific variables of interest for further investigation or to focus the design of novel interventions.

5. Summary and recommendations

We anticipate that the guidance presented in this primer can enable universities to take a more proactive approach to monitoring and reducing gaps. Gathering data on explanatory factors to which many institutions already have access, and integrating these with existing institutional data on differential outcomes, can only enhance the sophistication of any analyses. To elucidate this point, we can look at the hypothetical findings of the four illustrative examples; although they do not draw on real data, if the findings were real we could conclude that attainment and continuation gaps are present in the data sets and a range of micro- and meso-factors can account for these gaps, including students’ entry qualification, prior attainment, their sense of belonging to the university, their year of study, the amount of independent study time expected of them, and whether there is a policy of attendance contributing to their grades. In relation to the conceptual model in Figure 1, these findings would highlight the specific aspects of curriculum and assessment factors that play a role in differential outcomes, rather than only viewing this in terms of the broad categories of ‘curriculum’ and ‘assessment’. The meta-regression techniques are also novel and parsimonious ways of directly analysing attainment and continuation gaps using aggregated data that avoid issues with data privacy. As a result, we believe this primer will be of particular interest to staff with strategic responsibilities who report on the presence of gaps within their institution. Our guidance should raise awareness around the causes of differential outcomes and enable these staff to provide teaching staff with more nuanced evidence that can be used for focusing conversations around issues that have been identified and designing context-specific interventions, whether these are universal or targeted at specific student groups. For example, based on the hypothetical findings from the illustrative examples, teaching staff might decide to speak with students about how they feel about the balance of independent study time in their modules and any policies around attendance contributing to their grades. Interventions might then be designed based on these aspects of the curriculum and assessment. This evidence is likely to be relevant to specific modules/programmes/disciplines, so rather than just replicating current interventions that may only be effective within specific contexts, findings from analyses could increase institutions’ understanding about the factors that are salient for their own students. This increased precision in the evidence-base used for designing novel interventions means that there will be less investment in approaches that are not likely to work. Implementation of the suggested analyses thus represents better value for money in any initiatives undertaken by institutions. Furthermore, this will also assuage deficit assumptions that differential outcomes are due to student deficiencies, which could be used to excuse teaching staff from their own responsibilities for attempting to tackle gaps.

Although this primer particularly attends to opportunities for exploring meso-level variables, largely because these variables are under the control of the university, there is the potential for analysing cross-institutional data, possibly internationally, to consider the role of quantitative macro-level explanatory factors in differential student outcomes. Meta-regression techniques in particular may support these endeavours, since there are likely to be far fewer issues sharing aggregated data between institutions than there would be with individual-level data. Additionally, if metrics for attainment and continuation are different between institutions, it is possible to standardise them for comparison using these techniques. Cross-institutional comparisons would enable a better understanding of how institution type and context impact on gaps.

Finally, beyond the practical implications discussed, an important contribution of this primer for researchers is that it provides them with methods to extend the literature on differential outcomes, potentially uncovering new insights about multi-level causes of attainment and continuation gaps. One way researchers could do this is by considering how to operationalise some of the micro- and meso-level factors in the conceptual model in Figure 1 that have not previously been quantitatively measured...
and analysed. For example, data on research income and research and teaching quality metrics could be used as measures of institutional and disciplinary culture (see Boliver, 2015, for an analysis of publicly available data encompassing these variables). This approach may then call attention to the specific facets of the conceptual model that merit closer scrutiny in future research. Depending on the representativeness of the student populations investigated, potential future research using the approaches in this primer might also consider how meso-level factors manifest differently based on variation in macro-level factors, and how micro-level factors differ based on variation in meso-level factors. For instance, macro-level factors, such as the structure and hierarchy of an institution could affect the design of its learning environments at the meso-level (e.g. teaching-led universities might prioritise innovative teaching approaches more than research-intensive institutions), so moderating effects between micro-, meso-, and macro-level variables on gaps could be explored. As previously noted, differential student outcomes are quantitatively assessed (Jones, 2018), so if researchers adopt the quantitative methods used in this primer, they could reveal more about the explanatory power of specific factors, which could enrich the largely qualitative evidence-base. Furthermore, by revealing more about potential predictors of gaps, the methods could also open up new conversations with students, providing fresh avenues for future qualitative research in this area. Therefore, this primer offers significant scope for developing theoretical perspectives on differential outcomes beyond current understandings in the literature. It is only by fully exploring potential causes of gaps at all levels that we will fully understand the role of student diversity in educational transitions.

**Keypoints**

- Explanatory factors for differential student outcomes occur at micro-, meso- and macro-levels
- Universities can model explanatory factors for differential student outcomes at multiple levels by linking previously unconnected quantitative data
- Attainment/continuation gaps can be modelled with regression analyses of individual-level data combined with data on micro-level explanatory factors
- Attainment/continuation gaps can be modelled with meta-regression analyses of aggregated data combined with data on meso-level explanatory factors
- Universities could use the discussed approaches to design more context-specific interventions for addressing differential student outcomes
Notes

1 Throughout this primer we refer to different aspects of university based on terminology usually used in the UK higher education context (e.g. degree courses are referred to as programmes, subject units are referred to as modules, etc.).

2 All analyses can also be performed using other software packages, such as Stata and R, so .csv files (for the data sets) and .txt files (for the syntax) have additionally been provided to enable readers to adapt these files for use with their preferred software.

3 Our use of the term covariate is synonymous with predictor/independent variable (or moderator in meta-analyses).

4 Binary/dichotomous variables (i.e. variables with only two categories) can be entered into regression models as covariates and treated the same as continuous variables if they are coded as 0 and 1. However, categorical variables with more than two categories need to be converted into a set of binary variables, known as dummy coding, before inclusion. Field (2018, pp. 509–516) provides an accessible overview of dummy coding.

5 If different measures of attainment are used (e.g. combining grade percentages with grade point average), or if the measure of attainment is not meaningful (e.g. the attainment metric is specific to a particular institution), the standardised difference in means should be used as the effect size measure instead of the raw difference (Hedges et al., 2009); code for computing standardised effect sizes has been included in the SPSS syntax file.

6 RVE can also be performed in R using the robumeta package (Fisher et al., 2017; see Tanner-Smith et al., 2016, for a tutorial), and in Stata using the robumeta.ado macro (see Tanner-Smith & Tipton, 2014, for syntax and a tutorial).

7 Small-sample adjustments in RVE are not available in the SPSS macro, but they are part of the Stata macro and R package for RVE (Tanner-Smith et al., 2016).

8 The degrees of freedom in RVE analyses are constrained by the number of studies (in this case, the number of programmes) being analysed, not the number of effect sizes (Tanner-Smith & Tipton, 2014). Therefore, readers should be cautious about including too many covariates in analyses with only a limited number of programmes being analysed.

9 As with regression analyses performed on individual-level data, it is possible to check for sources of bias, meeting of assumptions, and issues with multicollinearity. However, more sophisticated software is needed for these tests than the SPSS macro used for tutorials 3 and 4, so findings should be interpreted with some caution in the absence of these tests.

10 This macro has also been converted into an SPSS plug-in to enable analyses to be run through the main SPSS menus. This can be downloaded from https://github.com/ahmaddaryanto/meta_analysis_SPSS_Macros.
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