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Abstract

Regulation of distance to the screen (i.e., head-to-screen distance, fluctuation of head-to-screen distance) has been proved to reflect the cognitive engagement of the reader. However, it is still not clear (a) whether regulation of distance to the screen can be a potential parameter to infer high cognitive load and (b) whether it can predict the upcoming answer accuracy. Configuring tablets or other learning devices in a way that distance to the screen can be analyzed by the learning software is in close reach. The software might use the measure as a person-specific indicator of need for extra scaffolding. In order to better gauge this potential, we analyzed eye-tracking data of children (N = 144, M_age = 13 years, SD = 3.2 years) engaging in multimedia learning, as distance to the screen is estimated as a by-product of eye tracking. Children were told to maintain a still seated posture while reading and answering questions at three difficulty levels (i.e., easy vs. medium vs. difficult). Results yielded that task difficulty influences how well the distance to the screen can be regulated, supporting that regulation of distance to the screen is a promising measure. Closer head-to-screen distance and larger fluctuation of head-to-screen distance can reflect that participants are engaging in a challenging task. Only large fluctuation of head-to-screen distance can predict the future incorrect answers. The link between distance to the screen and processing of cognitive task can obtrusively embody reader’s cognitive states during system usage, which can support adaptive learning and testing.
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1. Introduction

Employing dual-task paradigms, previous research has provided evidence that posture control is associated with cognitive processing (Chen et al., 2018; Chong et al., 2010; Kerr et al., 1985; Lajoie et al., 1993; Langhanns & Müller, 2018; Patel & Bhatt, 2015; Stelmach et al., 1990; Woollacott & VanderVelde, 2008). According to the Multiple Resource Theory (Wickens, 2002), when the cognitive task is demanding, fewer attentional resources can be allocated to postural control, leading to degraded performance in postural control. Regulation of distance to the screen is one potential indicator of the quality of postural control (Balaban et al., 2004; Bonnet et al., 2017; Kaakinen et al., 2018; Qiu & Helbig, 2012). It is thus likely that distance to the screen can indicate high cognitive demand.

1.1 Seated posture

The links between postural control and cognitive processing motivated our interest in testing the potential association of distance measures and state of cognitive processing. The current study used a still seated posture as the postural task. First, even highly practiced postures and seemingly effortless actions such as sitting require some cognitive processing. The classical setting of the studies on cognitive-postural interference was to ask participants to stand or walk on a balance platform and perform a cognitive task (e.g., Donath et al., 2015; Maylor & Wing, 1996; Pellecchia, 2003; Schaefer et al., 2015). Participants should keep the balance in a range to ensure not to fall. High cognitive demand was reflected by large variance of the set point of the position (e.g., center of pressure) and the actual value of the position. However, a recent study revealed that maintaining a seated posture while performing a cognitive task caused the largest decrements in the cognitive task – compared to relaxed lying and slight movement (Langhanns & Müller, 2018). In a study with children (Igarashi et al., 2016), maintaining the seated posture was degraded when accompanied by a concurrent demanding cognitive task. Hence, maintaining the seated posture was selected as the postural control task in the study, as it requires cognitive resources and seating is one of the most common body positions while learning.

The research on postural stability (i.e., fluctuation of set point and the current position) observed contradictory findings on how people regulate the postures under demanding cognitive processing. Some researchers claimed a significant increased distance deviation of sway from front to back with a concurrent difficult cognitive task (Kerr et al., 1985; see a review, Woollacott & Shumway-Cook, 2002). This statement has been supported by a recent study (Gaschler et al., 2019), suggesting that increased variability of responses (i.e., where exactly the correct response panel is hit on a touch screen) can be influenced by the high cognitive load in a dual-task paradigm. Yet, other researchers reported decreased fluctuation of head-to-screen distance when people conducted a visual search task demanding precision compared to a control visual task (Balaban et al., 2004; Bonnet et al., 2017; Kaakinen et al., 2018). These studies demonstrated that there is a synergy between control of postural and oculomotor behaviors in precise visual search. The reduced postural sway facilitates the efficient control of eye movements (cf. Balaban et al., 2004; Kaakinen et al., 2018). It is thus worthwhile to investigate the change of the fluctuation of head-to-screen distance when people sit still and perform a cognitive task.

In front of the screen, one has to keep the head in such a position that one can see well and one does not tilt back or forth. We hence define the regulation of distance to the screen as the changes or shifts of the set point, which is the distance of the middle of the eyes to the screen. Previous studies have shown that the closer head-to-screen distance (i.e., changes of the set point of the posture) can indicate high cognitive engagement or highly focused attention (Balaban et al., 2004; Bonnet et al., 2017; Kaakinen et al., 2018; Qiu & Helbig, 2012). The head-to-screen distance becomes smaller, when texts segments are task-relevant (Kaakinen et al., 2018), and when tasks are challenging (e.g., identifying planes in the Warship Commander Task in Balaban et al., 2014; a difficult search task, “Where is Wally” in Bonnet et al., 2017; two-digit addition task in Qiu & Helbig, 2012). However, the studies did not directly scrutinize whether regulation of distance to the screen can be influenced by task difficulty, and whether regulation of distance to the screen can predict the future answer accuracy.
1.2 Multimedia learning

The current study used multimedia learning as the cognitive task due to three motives. First, multimedia learning involves the visuospatial sketchpad (cf. Baddeley, 1986), which has been shown to interfere with postural control (e.g., Chen et al., 2018; VanderVelde, Woollacott & Shumway-Cook, 2005). Multimedia reading refers to reading with texts and pictures. The integrative processing of texts and pictures is proposed to take place in a verbal channel and in a pictorial channel according to different theories: Dual-Coding theory (Paivio, 1986), Cognitive Theory of Multimedia Learning (Mayer, 2009), and Integrative Model of Text-Picture Comprehension (Schnotz & Bannert, 2003). The theories share the common view that verbal processing in the verbal channel requires constructing the propositional representation of the text by making references of the objects and events being described in the text to the relevant world knowledge (i.e. situational representations, Kintsch & van Dijk, 1985; mental model, Johnson-Laird, 1983). The pictorial processing in the pictorial channel requires constructing the mental representations by structure mapping based on analogies between the external and internal depictive representations (Gentner, 1989; Knauff & Johnson-Laird, 2002; Sims & Hegarty, 1997). During multimedia processing, there are continuous interactions between verbal processing and pictorial processing in terms of mental model construction and mental model inspection (Schnotz & Wagner, 2018; Zhao et al., 2014; Zhao et al., 2020).

Dual-task studies have provided evidence that the comprehension of text-picture blended materials draws on more resources in the visuospatial sketchpad than does the comprehension of text-only materials (Gyselinck et al., 2000; Kruley et al., 1994). Potentially, the visuospatial sketchpad is demanded in the perceptive analysis of pictures, and in the basic performance of mapping texts and pictures (cf. Gyselinck et al., 2002). Given that, pictures convey the meaning based on visual trace (e.g., lines, blob), the visuospatial sketchpad can be responsible for formatting and storing visual and spatial information (cf. Gyselinck et al., 2002). A further study provides evidence that the spatial representation rather than the visual aspect plays an essential role in constructing and inspecting the mental models (Knauff & Johnson-Laird, 2002). As mentioned earlier, spatial cognitive tasks interfere significantly with postural regulation (e.g., VanderVelde, Woollacott & Shumway-Cook, 2005). Compared to the non-spatial cognitive tasks, spatial tasks caused significant decrease in postural control (Chen et al., 2018). In order to investigate the cognitive-postural interaction, we employed a multimedia reading task, which relies on visuospatial processing.

Our usage of multimedia learning material contrasts with previous studies using cognitive tasks in cognitive-postural interference that come in small units, such as arithmetic calculation (Igarashi et al., 2016) or backward counting (Schaefer et al., 2015) or memorizing words (Donath et al., 2015). We opted for a task demanding the extraction and integration of information units from different sources as it can be found in computerized tutorials in and outside the classroom. We aimed at testing whether difficulty of more complex learning tasks involving reading and picture processing has an impact on postural stability.

Furthermore, displaying multimedia materials in different reading processing can validate the generalization of the link between distance to the screen and cognitive processing. In accordance with McCrudden and Schraw (2007), learners initially use a semantic coherence strategy as a default orientation for global understanding, and then switch to relevance-oriented processing after having constructed the initial mental model to meet the task demand. In multimedia learning, Zhao, Schnotz, Wagner and Gaschler (2020) have defined the phase of initial task-independent, general coherence-oriented processing as initial mental model construction. The later phase of selective processing (to adapt the mental model according to the question that should be answered) is defined as adaptive mental model specification. There are sequential constraints between both processing modes, as initial mental model construction is required before adaptive mental model specification can occur.

In the current study, we analyzed distance to the screen when participants had the multimedia material and the question to be answered available. We differentiated two conditions that were identical with respect to the elements on the screen (question and multimedia material), but differed with respect
to prior engagement with the material. In the question-after-material condition, participants had previously been granted the opportunity to process the material without yet knowing what the question would be. In this condition, participants should engage in initial mental model construction followed by adaptive mental model specification once the question is communicated. In the question-with-material condition, the question comes first and the material is displayed later. In this condition, the mental model should be constructed to specifically cover information required by the question. These different reading conditions are considered in the current study in order to generalize the findings on the association of distance measures and cognitive processing to different variants of engaging with multimedia materials.

1.3 Adaptive learning

The posture control indicator (i.e., distance to the screen) may be used to assess when learners are challenged by the material. In multimedia learning learners can engage with the material for many seconds to minutes. Rather than waiting until finally the response might make explicit that scaffolding would have been needed, distance to the screen could be used as an online-measure of processing that might trigger support offers by the computerized system. Educational systems have used user-modelling techniques to track user’s behavior and to analyze the learning progress to personalize the human-system interaction (Scheiter et al., 2019). For instance, AdELE (Garcia-Barrios et al., 2004) used real-time eye tracking of fixations and saccades to establish a user-profiling database. The system can suggest adaptive information in proper media to match the user’s behavior. In the current study, head-to-screen distance is being tracked as a by-product of eye tracking. Yet, such measures might be made available in interaction with everyday electronic media. Current devices (e.g., eye trackers, Nintendo Wii, laptops, tablets and smartphones) have cameras to track the distance of users’ faces and the screen (Kaltwasser et al., 20017; Roig-Maimó et al., 2018). As tracking the distance will be possible at low cost with standard hardware, we need to know whether this measure is useful to unobtrusively capture challenges encountered by the learner. If there is a link between distance to the screen and the processing of a cognitive task, distance measures can help to unobtrusively track users’ cognitive states during system usage, enabling the system to adapt to users’ current cognitive load.

This may be especially useful in children as they are still developing the postural control system (Rival et al., 2005; Schmid et al., 2005, 2007). Increased head and body sway in children compared to adults were observed, when asked to stand on a platform with eyes open or closed (Sakaguchi et al., 1994). Reading particularly seemed to affect postural control. When children stood on a balance platform, reading aloud and standing still revealed more body sway than a counting backward task (Blanchard et al., 2005). Under cognitive-postural dual tasking, children compared to young adults had a larger decline in performance on postural control (wide stance vs. tandem Romberg stance) while concurrently performing a difficult (visual working memory) task (Reilly et al., 2008). The studies revealed that the attentional resources of the concurrent cognitive task could affect the postural control in children. As this work suggests that the detrimental effect of load on regulation of distance to the screen seems to be greater in children than in adults, we were confident to use a sample of children for this study.

1.4 Research questions and predictions

Taken together, this study aimed to scrutinize (a) whether regulation of distance to the screen (i.e., head-to-screen distance and fluctuation of head-to-screen distance) can potentially help to unobtrusively infer whether a learner is currently engaging in a challenging task, (b) whether regulation of distance to the screen can predict the future answer accuracy. If this were the case, one would not need to await the classification of an answer as an error, but could receive extra support during the task. Alternatively, adaptive testing (cf. Wainer et al., 1990) can be employed by presenting learners tasks tailored from a range of difficulty corresponding to their level of proximal development.
Two reading conditions were included to validate the relationship of distance to the screen and cognitive processing. The question-after-material condition (material first) can possibly lead to lower head-to-screen distance, due to the selective processing in adaptive mental model specification (cf. Kaakinen, 2018). The question-with-material condition (question first) can possibly have large variance of head-to-screen distance over the course of time, due to the involvement of initial mental model construction and adaptive mental model specification.

In the current study, children were told to maintain the seated posture while reading multimedia materials at various difficulty levels. An eye tracker was used to detect the distance to the screen. Their engagement in demanding tasks and the upcoming response accuracy are expected to be related to head-to-screen distance and fluctuations of head-to-screen distance. Accordingly, we proposed the following research questions and predictions.

**Research question 1:** Can head-to-screen distance and fluctuation of head-to-screen distance allow inferring whether people are engaging in a challenging task?

Prediction 1: With the increase of task difficulty, the head-to-screen distance decreases.

Prediction 2: With the increase of task difficulty, the fluctuation of head-to-screen distance increases.

**Research question 2:** Can head-to-screen distance and fluctuation of head-to-screen distance allow predicting the upcoming answer accuracy?

Prediction 3: Prior to incorrect responses to a question, the head-to-screen distance decreases.

Prediction 4: Prior to incorrect responses to a question, the fluctuation of head-to-screen distance increases.

### 2. Method

The data were re-analyzed from a published article (Zhao et al., 2020). More details concerning the method can be found in the abovementioned article.

#### 2.1 Participants

One hundred forty-four secondary school students without any motoric impairments ($M_{\text{age}} = 13.0$ years, $SD = 3.2$; 72 females, 72 males) participated in the experiment. All participants had normal or correct-to-normal vision. A post-hoc power analysis was conducted using G*Power 3.1 (Faul et al., 2009) for testing the difference between easy, medium and difficult questions in question-after-material and question-with-material reading conditions using a repeated-measures ANOVA. Results indicated that a sample size of 144 students would allow to detect an effect size of $\eta_p^2 = 0.25$ at $\alpha = 0.05$ with a statistical power $(1 - \beta) = 0.99$.

#### 2.2 Experimental design

Participants were asked to perform a cognitive task, while maintaining a constant seated posture (60 - 65 cm from the screen). The cognitive task was to read six text-picture materials and answer one question per material. The text-picture blended materials were selected from authentic school textbooks in Geography and Biology from grades 5 to 8 in Germany. We used a within-subject design, in which children were compared with themselves in three difficulty conditions: reading and solving (1) easy questions (2) medium questions (3) difficult questions combined with two reading conditions: question-
after material and question-with-material. We could thus counterbalance the individual differences, such as vision, interest or prior knowledge.

2.3 Cognitive tasks

An example of the text-picture materials is presented in Figure 1. Global understanding and question answering require students to integrate the textual and pictorial information. Three questions at easy, medium, and difficult levels were produced based on the text-picture integration requirements (cf. Wainer, 1992). An easy item requires only element mappings between text and picture. For example, “Which of the following species is able to perceive tones/sounds at 120,000 hertz?” Students have to read the text; find out that the hearing range is in blue; search for 120,000 hertz in the picture; find “dolphin and bat”; and find the correct answer, “bat”. A medium-complexity item requires mappings of simple relations. For instance, “Which of the following species has the vocal range for producing the lowest tones (human being, 45-year-old/ cat/ dog/ cricket)?” Students need to read the text and find the vocal range in pink. Then they should search for the vocal ranges for people (45-year-old), cat, dog, and cricket. Then they should compare the ranges with the x-axis and find “dog” is the correct answer. The difficult item requires mappings of more complex relations between the text and picture. For instance: “Which of the following four species is able to hear tones below 100 hertz as well as to produce tones below 1000 hertz and above 1500 hertz?” Students need to integrate information from the text and information from the picture via color-coding. Then they can answer that “cat” is the one who can hear tones below 100 hertz (numbers in blue) and can produce tones below 1000 hertz and above 1500 hertz (numbers in pink). Each participant received one out of three questions per text-picture unit according to a Latin Square so that each worked on easy, medium and difficult items without re-encountering the same material.

Tones and sounds are sound waves. The faster the sound vibrations, the higher we perceive the sound/tone. The human ear can differentiate sounds/tones with low numbers of vibrations (20) and high numbers of vibrations (20,000) per second. The number of vibrations per second is called frequency; its unit is the hertz (Hz). A ten-year-old child is able to hear every sound/tone between the frequencies of 20 and 20000 hertz. This area is called the hearing range, which is displayed in blue in the picture. Furthermore, a ten-year-old child is able to produce sounds/tones, for example by speaking, which are between 70 and 1000 hertz. This area is called the vocal range, which is displayed in pink in the picture. The illustration shows the hearing and vocal ranges of different species.

Figure 1. Example of a cognitive reading task on the topic auditory ranges (translated from German). For each animal, the numbers above are in pink, which are the vocal range, and the numbers below are in blue, which are the hearing range.
To test the effect of cognitive load on the distance to the screen, we implemented two processing variants (see Figure 2). In the question-after-material condition, participants first received a text-picture unit without any question. This aimed to stimulate initial mental model construction only, because no specific task was shown. Then they were presented the same text-picture unit just seen before, but now together with a delayed question. This condition was meant to stimulate adaptive mental model specification, as participants were expected to engage in adapting their mental model to the requirements of the specific question. Additionally, we implemented a question-with-material condition, in which a specific question was presented first. It was followed by the corresponding text-picture unit, while the question remained visible. This reading processing allows participants to combine initial mental model construction and adaptive mental model specification. We only report the comparisons between the last phase in question-after-material and question-with-material conditions that were identical to the elements on the screen but differed with prior engagement with the material.

Figure 2. Reading conditions in the study. This study only focused on the distance to the screen in the last phase in question-after-material condition and question-with-material condition (marked in bolded frames), as item answering was only involved in these phases.

2.4 Eye tracking

After obtaining informed consent from the parents, each child was tested individually in a lab environment. First, participants’ verbal and spatial intelligence were tested (Heller & Perleth, 2000). Then they were told to sit still in front of the Tobii XL60 24-inch eye tracker operating at 60 Hz temporal resolution. The text-picture units were self-paced reading tasks. Students pressed the space key to turn pages, and pressed the arrow keys (up/down/left/right) to give answers. No feedback to the answers was provided.

The accuracy of responses was reported to indicate the performance of the cognitive task. Two distance parameters were used to indicate the performance of the postural task. The head-to-screen
distance refers to the distance between the middle point of both eyes and the screen. The distances of both eyes to the screen were exported directly from the Tobii Studio, which is a software provided by the eye tracker company. As the cognitive demands in tasks can have momentary changes as readers proceed through the material (Hyönä & Niemi, 1990; Kaakinen et al., 2018), we examined the time course changes of the head-to-screen distance during a reading task (i.e., from the appearance of the reading material until giving an answer to). Specifically, we divided the total fixation duration of each participant for each reading material into five equal intervals. Each quintile is 20% of the overall fixation duration (cf. Lindner et al., 2017; Zhao et al., 2020). The advantage of using this method is to rule out the effect of individual reading speed. In the current study, the distance to the screen was compared across five time segments of engaging with an item (i.e., the first 20% of recorded data to the last 20% of eye-tracking data). The fluctuation of head-to-screen distance is the standard deviation of the distance to the screen across the (five) quintiles. In equation (1) \( x_i \) refers to the distance to the screen in one quintile, and \( \mu \) refers to the mean of the distance to the screen in numbers of quintiles \( n \). The fluctuation of head-to-screen distance is the square root of the sum of the squared differences of each quintile from the mean.

\[
\Delta = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2}
\]  

3. Results

As a manipulation check, we first report the cognitive load of the difficulty level of items. Then we test the influence of item difficulty and future response accuracy on the distance to the screen and on the fluctuation of the distance to the screen (i.e., deviation of distance to the screen across five quintiles).

3.1 Validity of task difficulty

The cognitive load of the item difficulty was verified by the accuracy rate and spatial distance between successive gaze-points. That is, we tested whether the difficult items demanded indeed more cognitive load compared to easy and medium items. A repeated-measures ANOVA on the proportion of correct answers with 3 (item difficulty: easy vs. medium vs. difficult) × 2 (reading condition: question after material vs. question with material) within-subject factors showed only a significant main effect of item difficulty, \( F(1.88, 269.11) = 27.20, p < .001, \eta_p^2 = .16 \) (here and elsewhere we applied Greenhouse Geisser-correction when appropriate). Easy items \((M = 72.6\%, SD = 34.9\%\) had a higher accuracy rate than medium items \((M = 51.4\%, SD = 39.2\%)\), \( t(143) = 5.52, p < .001, d = .46\), and difficult items \((M = 42.4\%, SD = 36.6\%)\), \( t(143) = 7.48, p < .001, d = .62\). There was no significant difference between medium and difficult items, \( t(143) = 1.92, p = .056, d = .16\). No other effect was shown: reading condition, and item difficulty × reading condition, \( F_s < 1 \), suggesting that presenting questions before or after the materials does not affect response accuracy.

Shorter saccade length is suggested to indicate higher cognitive load (cf. Debue & van de Leemput, 2014). We computed the Euclidean distance of successive gaze-points per 60 ms, as we used a 60 Hz eye tracker. The 3 (item difficulty: easy vs. medium vs. difficult) × 2 (reading condition: question after material vs. question with material) ANOVA on the saccade length revealed a main effect of item difficulty, \( F(1.89, 270.65) = 4.21, p = .02, \eta_p^2 = .03 \). The paired-samples t-test in two-tails showed that easy items \((M = 12.25 \text{ pixel}, SD = 3.49 \text{ pixel}, t(143) = 2.40, p = .02, d = .20)\) had longer saccade lengths than medium items \((M = 11.86 \text{ pixel}, SD = 3.22 \text{ pixel})\) and difficult items \((M = 11.83 \text{ pixel}, SD = 3.25 \text{ pixel}, t(143) = 2.37, p = .02, d = .20)\). No difference was found between medium items and difficult items, \( p = .85 \). This suggests that the easy items required less attentional resources than
medium and difficult items. The main effect of reading condition, $F(1, 143) = 9.95, p = .002, \eta_p^2 = .07$, suggested a longer successive length in the question-with-material condition ($M = 12.29$ pixel, $SD = 3.40$ pixel) than in the question-after-material condition ($M = 11.67$ pixel, $SD = 3.57$ pixel). This was not surprising, as participants have read the item first in the question-with-material condition. They hence searched and selected task-related information in a top-down manner, varying the attended location quickly over a wide range (cf. Theeuwes & Belopolsky, 2010). The accuracy rate and saccade length therefore confirmed that the cognitive load of answering easy items was lower than of difficult items.

### 3.2 Task difficulty

**Figure 3.** The head-to-screen distance in millimeter in five quintiles in Panel a, and the fluctuation of head-to-screen distance in millimeter (averaged within-subjects standard deviation distance of five quintiles) in Panel b during question-after-material and question-with-material conditions, when easy, medium and difficult items were performed.

#### 3.2.1. Head-to-screen distance

The average head-to-screen distance for all participants had a range from 528.5 mm to 692.3 mm ($M = 622.7$ mm, $SD = 24.2$ mm). The 3 (item difficulty: easy vs. medium vs. difficult) × 2 (reading condition: question after material vs. question with material) × 5 (quintile) within-subjects repeated-measures ANOVA on head-to-screen distance revealed a significant main effect of item difficulty, $F(2, 286) = 7.54, p = .001, \eta_p^2 = .05$ (see Figure 3a). It confirmed **Prediction 1** that the concurrent requirement of the difficult task led to a decrement in head-to-screen distance. Participants tended to be closer to the screen with difficult items ($M = 621.1$ mm, $SD = 24.9$ mm), $t(143) = -2.24, p = .03, d = .19$, and easy items ($M = 624.1$ mm, $SD = 24.1$ mm), $t(143) = -3.68, p < .001, d = .31$. There was no significant difference between easy and medium items, $p = .10$. The interaction effect of reading condition × quintile, $F(3.17, 453.03) = 3.06, p = .02, \eta_p^2 = .02$, indicated a larger distance discrepancy across five quintiles when participants read the material only once (question with material). No other effect was revealed: reading condition, $F(1, 143) = 3.73, p = .06, \eta_p^2 = .03$; quintile, $F(3.26, 466.71) = 1.48, p = .22, \eta_p^2 = .01$; item difficulty × reading condition, item difficulty × quintile, reading condition × item difficulty × quintile, $Fs < 1$.

#### 3.2.2. Fluctuation of head-to-screen distance

The 3 (item difficulty: easy vs. medium vs. difficult) × 2 (reading condition: question after material vs. question with material) ANOVA was performed on fluctuation of head-to-screen, which
was the within-subject standard deviation across the five quintiles for each person under each reading condition. A main effect of item difficulty was revealed, $F(1.84, 262.53) = 4.67, p = .01, \eta^2_p = .03$. Participants had larger body sway in the anteroposterior direction for difficult items ($M = 6.8 \text{ mm}, SD = 8.0 \text{ mm}$) compared to easy items ($M = 5.2 \text{ mm}, SD = 4.9 \text{ mm}$), $t(143) = -2.81, p = .006, d = .23$, which confirmed Prediction 2 (see Figure 3b). There was no significant difference between easy items and medium items ($M = 5.8 \text{ mm}, SD = 5.4 \text{ mm}$), $p = .20$, and between medium items and difficult items, $p = .07$. No other effect was revealed: reading condition, item difficulty $\times$ reading condition, $Fs < 1$.

3.3 Future response accuracy

![Figure 4](image)

Figure 4. The head-to-screen distance (Panel a) and the fluctuation of head-to-screen distance (Panel b) during question-after-material and question-with-material conditions, when items were answered correctly and incorrectly. The error bars in Panel b are the standard errors of the mean.

While in the above analysis of task difficulty, all participants were included as each participant read materials at easy vs. medium vs. difficult levels, this approach was not feasible when predicting future response accuracy. Here we used the data from 78 participants out of 144, because they had both correct and incorrect responses in two reading conditions allowing for a within-subjects analysis. We could thus compare how the same participant regulated the head-to-screen distance when s/he answered the questions correctly vs. incorrectly.

3.3.1. Head-to-screen distance

As shown in Figure 4a, 2 (future answer: correct vs. incorrect) $\times$ 2 (reading condition: question after material vs. question with material) $\times$ 5 (quintile) within-subjects repeated-measures ANOVA on head-to-screen distance showed no significant effect of future answer, $F(1, 77) = 1.93, p = .17, \eta^2_p = .02$. No other effect was found, quintile, $F(2.88, 221.65) = 1.32, p = .27, \eta^2_p = .02$; reading condition $\times$ quintile, $F(3.13, 241.05) = 2.58, p = .052, \eta^2_p = .03$; future answer $\times$ reading condition $\times$ quintile, $F(3.06, 235.87) = 1.57, p = .20, \eta^2_p = .02$; reading condition, future answer $\times$ reading condition, future answer $\times$ quintile, $Fs < 1$. The results disconfirmed Prediction 3 and indicated that head-to-screen distance cannot differentiate the future correct or incorrect answers.

3.3.2. Fluctuation of head-to-screen distance

We conducted the 2 (future answer: correct vs. incorrect) $\times$ 2 (reading condition: question after material vs. question with material) ANOVA on fluctuation of head-to-screen distance. It revealed a main effect of future answer, $F(1, 77) = 9.17, p = .003, \eta^2_p = .11$, suggesting larger deviations of distance.
to the screen when the item will be answered incorrectly \((M = 7.3 \text{ mm}, SD = 8.6 \text{ mm})\) than when the question will be answered correctly \((M = 4.7 \text{ mm}, SD = 3.9 \text{ mm})\). It confirmed Prediction 4. No main effect or interaction effect involving reading condition was revealed, \(F_s < 1\), indicating that the fluctuation of head-to-screen distance could predict the upcoming response accuracy regardless of different reading conditions.

4. Discussion

Our main goal in this study was to examine whether regulation of distance to the screen (i.e., head-to-screen distance and fluctuation of head-to-screen distance) can be influenced by task difficulty and whether it can predict the upcoming incorrect responses. Using a within-subject design, secondary school children were told to solve multimedia reading tasks at easy vs. medium vs. difficult levels while maintaining a seated posture. We expected a deteriorated regulation of distance to the screen, while children performing a difficult task concurrently.

4.1 Association of task difficulty and distance to the screen

The major finding is that the concurrent demand of difficult tasks led to a deterioration in regulating the distance to the screen, which is in agreement with studies on cognitive-postural control (Chong et al., 2010; Igarashi et al., 2016; Kerr et al., 1985; Lajoie et al., 1993; Patel & Bhatt, 2015; Stelmach et al., 1990). This suggests that distance to the screen can be employed to monitor scaffolding demands of learners interacting with electronic devices. Moreover, we observed effects of task difficulty even though learners were instructed not to move. This suggests that when learners do not face such a demand, effects of task difficulty on distance regulation might be larger than observed in the current study. Future work will have to detail whether effects will be large enough to engage in individual online diagnostic of task engagement or are limited to scenarios where online analysis of group-averaged data can be applied (i.e. whole classroom engaging in one task with each student working on an electronic device).

In our setup, children tended to move slightly closer to the screen, while seated still and performing a challenging task (difficult vs. medium vs. easy). The findings suggest that reduced head-to-screen distance can reflect the high cognitive load, replicating results in previous studies (Balaban et al., 2004; Bonnet et al., 2017; Kaakinen et al., 2018; Qiu & Helbig, 2012). According to Kaakinen et al. (2018), the underlying mechanism responsible for closer distance to the screen is the high demand of visual precision. On the one hand, the task is difficult in terms of content. On the other hand, one needs visual precision to better recognize or process the information. Previous studies have shown that hard-to-read stimuli (stimuli-background contrast) can cause lack of conflict adaptation (Fritz et al., 2015) and stimulus size is closely linked to the properties of early information processing (Bayer et al., 2012). It is therefore necessary to approach to the screen with difficult tasks.

However, larger body sway (i.e., fluctuation of head-to-screen distance) under high cognitive load contradicts with previous findings (Balaban et al., 2004; Bonnet et al., 2017; Kaakinen et al., 2018; Qiu & Helbig, 2012). Likely, the task employed in the current study distinguishes from these studies: text reading without item-answering (Kaakinen et al., 2018), identifying planes in the Warship Commander Task (Balaban et al., 2014), visual search task, “Where is Wally” (Bonnet et al., 2017), two-digit addition task (Qiu & Helbig, 2012). In these tasks, body stability can be beneficial, because the eyes can efficiently locate relevant information. However, the current study used a cognitive task, in which participants should read multimedia materials and answer questions. Larger body sway under high cognitive load can be interpreted as the dynamic process of searching and locating the task-relevant sentences during the course of reading. In Figure 1, participants only need to map elements via color-
coding and compare relatively simple relations (e.g., “Which of the following species has the vocal range for producing the lowest tones?”). In contrast, they should map more complex relations between text and picture by extracting task-relevant information (e.g., “Which of the following four species is able to hear tones below 100 hertz as well as to produce tones below 1000 hertz and above 1500 hertz?”). Accordingly, readers “zoom in” their attention with task-relevant segments and “zoom out” their attention with task-irrelevant segments (cf. Kaakinen & Hyönä, 2014). The adjustment of their attention was more diverse when the cognitive task was difficult compared to medium and easy.

Only the fluctuation of head-to-screen distance (rather than mean head-to-screen distance) can predict the upcoming response accuracy. Incorrect responses can signal cognitive overload, resulting in increased demands in attentional resources (cf. Sweller, 1988). When children are unable to solve a task, their cognitive capacity can be overloaded and they may struggle with the task and feel stressful. According to Doumas et al. (2018), increased emotional stress caused by difficult tasks can lead to larger body sway. We hence assume that the detected larger fluctuation of head-to-screen distance for the upcoming incorrect responses was due to the increased cognitive load and emotional stress. Furthermore, it is possible that the fluctuation of distance to the screen is more sensitive to individual’s cognitive capacity. Specifically, it concerns the difference between each quintile and the mean of the distance to the screen across five quintiles (see Equation 1). Accordingly, the fluctuation of head-to-screen distance is influenced by task difficulty and can predict the upcoming response accuracy.

According to the Multiple Resource Theory (Wickens, 1989), two tasks interfere with each other when they share similar attentional resources, as the processing capacity is limited. Under dual-task paradigm, many studies provide evidence of cognitive-postural interference (e.g., Chen et al., 2018; Kerr et al., 1985; Patel & Bhatt, 2015; Stelmach et al., 1990; Woollacott & VanderVelde, 2008). The studies give clear hints that the mechanisms responsible for regulation of postural control interact with higher-level cognitive systems. In the current study, we found a deterioration in performance on regulation of distance to the screen, when accompanied by a difficult cognitive task. There is possibly a trade-off of attentional resources between the regulation of distance to the screen and the cognitive task. When the cognitive task is attentionally demanding, less attentional resources can be allocated to the regulation of distance to the screen. Consequently, a decline in performance on regulation of distance to the screen takes place. Our findings support the hypothesis that regulation of distance to the screen can be influenced by task difficulty.

Furthermore, several studies have demonstrated that the control and regulation of simple postural tasks such as still sitting require attention. Langhanns and Müller (2018) reported the largest decrements in the cognitive task, while concurrently performing still sitting compared to relaxed lying and slight movement. Igarashi et al. (2016) observed the detrimental effect of the regulation of postural control while children concurrently performing difficult cognitive tasks. The present experiment yielded a declined regulation of distance to the screen, when performing a challenging cognitive task (reading and answering difficult vs. medium vs. easy items). These observations suggest that even seemingly effortless actions such as sitting require some cognitive processing. While sitting, ongoing contraction of muscles is necessary to avoid bending the trunk forward (cf., O’Sullivan et al., 2002, 2006). Other than that, while maintaining the seated posture, unwanted movements should be inhibited, which may trigger higher resource demands than execution of movement (cf. Huestegge & Koch, 2014). With a concurrent cognitive task, the attention to maintain the seated posture can be reduced. Therefore, participants failed to control their seating position. Their body moved closer to the screen and the amplitude of the movement in anteroposterior direction became large. Nevertheless, the effects of distance measures are rather small, as sitting is a relatively stable posture (Igarashi et al., 2016). Yet it does not imply that they will be useless for practical purposes. In this eye-tracking experiment, children were instructed to sit still and not to move. Thus, we tested this measure under conditions that should have made it difficult to find an effect at all. If students do not receive the instruction “not to move”, mean shift of distance to the screen and fluctuation of distance to the screen might show stronger effects.
4.2 Multimedia learning as cognitive task

The cognitive task in this study was to read multimedia materials, which is one of the ubiquitous learning scenarios in the classroom. According to the previous studies (Gyselinck et al., 2000, 2002; Kruley et al., 1994), the visuospatial sketchpad is involved in the integrative processing: perceptive analysis and storage of pictorial information and matching information in texts and pictures. Previous research has demonstrated that spatial cognitive tasks interfere more with the regulation of postural control than non-spatial cognitive tasks (Chen et al., 2018; Fuhrman et al., 2015; Kerr et al., 1985; VanderVelde, Woollacott & Shumway-Cook, 2005). The comprehension task in the current study is much more complicated, as it involves a multimodal process: verbal processing and pictorial processing (Paivio, 1986; Mayer, 2009; Schnitz & Bannert, 2003). Nevertheless, we still observed the effect of cognitive task difficulty on the distance parameters.

Distance to the screen showed a significant interaction of reading condition and quintiles. Readers moved closer to the screen over the course of processing the multimedia material to find the answer to the question, which had been presented upfront. Whereas distance to the screen varied less over the time quintiles when participants processed question and material after having had a chance to process the multimedia material without a question being posed at first. In the question-after-material condition, readers should already have engaged in initial mental model construction before Quintile 1 and now engage in adaptive mental model specification in light of the question now made available (cf. Zhao et al., 2020). Apparently, this is not accompanied by moving closer to the screen. Yet, such a dynamic movement is observed in the question-with-material condition. As the question is presented first, from Quintile 1 onwards readers could deal with the multimedia material from the perspective offered by the question. Yet, although reading can be selective, some initial mental model construction is still required before the adaptive mental model specification can take place. Given the hints that encountering task-relevant segments of the material can lead to a shorter head-to-screen distance (Kaakinen & Hyölä, 2014), the reduction of distance over time might reflect that (after initial mental model construction) readers in later quintiles become more and more likely to find and identify task-relevant segments of the multimedia material.

4.3 Limitations

One can argue that the head-to-screen distance can be moderated by other factors, such as prior knowledge, vision (wearing no glasses vs. near-sighted glasses vs. far-sighted glasses), state of puberty or interest. These factors differ always individually as learners differ from each other. Hence, these factors cannot be easily controlled by the instructor, when s/he designs the lessons or assignments. However, the task difficulty is relatively easy to control. In the current study, we produced the questions at different levels based on the text-picture requirements (cf. Wainer, 1992). By using a within-subjects design with a large sample size, in which each child was working on (1) easy questions (2) medium questions (3) difficult questions, it was possible for us to counterbalance the inter-individual differences. The factors regarding the individual differences could be considered as constituting individually different base lines for head-to-screen distance, from which an individual deviates according to his or her experienced task difficulty.

Whether the results of the present study can be generalized to other tasks or to other samples remains to be investigated. As children’s cognitive systems are still developing, young adults may have less detrimental dual-task effects while performing postural task concurrently with a cognitive task (e.g., less body sway in Rankin et al., 2000). Due to the decline in execution and cognitive functions, old adults (66 - 84 years) tended to have larger body sway than young adults (19 - 30 years) under demanding cognitive load (Stelzel et al., 2017). Further research should examine whether the regulation of distance to the screen may be a relevant measure in other age groups as well. As the medium difficulty questions in this study in some comparisons did not differ from easy questions or difficult questions, it might be of special interest to study whether and to what extent the task difficulty with clear differences
affects the regulation of distance to the screen. Furthermore, while there are high performance instruments to track posture parameters (e.g., Nintendo Wii), it is relevant to explore the power of simpler indicators which might soon be easily available in interfaces to interact with electronic media. This study employed the eye tracker to track the distance to the screen. Yet, smartphones or tablets can also track the distance to the screen via front camera (cf. Kaltwasser et al., 2017; Roig-Maimó et al., 2018). Future research should test the sensitivity of distance to the screen with mobile phones or other devices.

4.4 Conclusions

Tentative evidence gave the first glimpse that distance measures might become useful indicators of those learners that are encountering difficulties in self-regulated multimedia learning. With the increase of task difficulty, children cannot manage to maintain the constant distance to the screen well. The fluctuation of head-to-screen distance seems to be the most promising measure, as it not only can be significantly influenced by the task difficulty but also can predict the future response accuracy. This study sheds light also on educational implications. It may be better to allow children to sit freely when they perform difficult tasks on a computer screen (see also, Igarashi et al., 2016; Langhanns & Müller, 2018; Reilly et al., 2008). Tracking distance to the screen thus might be useful to scaffold self-regulated learning in the long run. With an increasing fluctuation of head-to-screen distance, the computerized learning systems can assess the level of user’s knowledge, detect the current high cognitive load and can give adaptive assistance to facilitate deeper learning. An alternative method is to employ adaptive testing (cf. Wainer et al., 1990) with tailored tasks from a range of difficulty corresponding to their level of proximal development. Nevertheless, it is important to note that the distance to the screen can be individually different, in terms of prior knowledge or vision, etc. Here we only considered variability of distance to the screen within persons. Further research should focus more on the effect of individual differences.

Keypoints

- Distance to the screen measures are promising to infer reader’s current cognitive state.
- Closer head-to-screen distance can indicate that readers are engaging in a challenging task.
- Larger fluctuation of head-to-screen distance can indicate high cognitive load and can predict upcoming response accuracy.
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