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Abstract
Previous research undertaken by one of the authors identified a general concern among undergraduate students in large business courses associated with the large number of sessional staff. In particular, students expressed their view in the focus groups with staff their concern that a large number of markers may affect their performance in essay style examinations as a result of the inevitable variation in severity between different raters.

The aim of this paper is to investigate whether these concerns are justified. The focus of this study was the weekly tutorial papers that were submitted for marking by 400 students enrolled in a first year Principles of Microeconomics course. These papers were marked by a team of ten markers whose experience in university teaching ranged from four weeks to over 30 years. 40 per cent of these papers were triple marked by two other raters in order to fully separate the student by rater by item interactions during the subsequent statistical analysis. The results obtained from this triple marking exercise were then analysed using ConQuest 2.0, which uses logistic regression to provide estimates of the parameters of the Partial Credit Model. The Partial Credit Model measures variations in rater severity and four other common rater errors, the halo effect, the central tendency effect, the restriction of range effect and the inter-rater variability or consistency.

The study identified the presence, to some degree or other, of all five rater errors, even among the most experienced raters. The paper concludes by suggesting that the key to improve rater performance lies in the design of marking rubrics.
Introduction

The School of Economics at the University of Adelaide runs a very large first-year principles programme mostly in response to the needs of service teaching in commerce programmes. Over the past decade, about 800 students enrolled in Microeconomics in Semester 1 and a further 300 students enrolled in the subject in Semester 2. On the other hand, about 300 students took Macroeconomics in Semester 1, and a further 800 students were enrolled in Macroeconomics in Semester 2. These two courses are taught using a conventional lecture/tutorial approach. In 2008, it was decided that in order to better align the teaching and learning activities of the School with the graduate attributes of the University, students were required to prepare a written answer to one of the weekly tutorial questions. In total students wrote ten tutorial papers and the best eight were counted towards their final assessment. These questions were marked by the tutors and the results accounted for ten per cent of the total mark for both courses.

Like in many other Australian universities, the School of Economics has responded to increased student enrolments and increasingly tight teaching budgets by increased flexibility in the employment relationships with its teaching staff. Most importantly, the School employs a large number of Honours and post-graduate research students as well as a small number of very experienced casual teaching staff as tutors. However, because of the constraints imposed by the University’s Enterprise Bargaining Agreement at the time this research was undertaken, casual staff are only allowed to teach a maximum of five hours per week. So, large classes have a large team of tutors. In this case, a class of 800 students with 45 tutorial classes had 15 tutors.

Previous studies undertaken by the authors suggest that students are concerned when a course involves large numbers of markers (Barrett, 2005). In particular, students are concerned that a lack of consistency between markers may adversely affect their overall grade. However, the literature argues that marker consistency is just one of a number of rater errors that may affect student performance. The aim of this study was to analyse the results of written tutorial answers for a one semester Microeconomics course, to identify the presence, or otherwise, of rater errors. The marks for these tutorial assignments were analysed using the Partial Credit Model (Andrich, 1978), which is a development of the Rasch Model (Rasch, 1968). Masters (1988) describes the Partial Credit Model as a latent trait or general polychotomous item response model that belongs to the Rasch family of latent trait models. In this study, logistic regression analysis is used to provide estimates of the parameters of the Partial Credit Model, that is rater severity, item difficulty and student ability. Moreover, the outputs of the Partial Credit Model can also be used to identify the presence of five common rater errors. This information can then be used to help raters avoid these errors in the future (Barrett, 2005).

In this project, the rating performance of the tutors involved in teaching this course was evaluated in order to identify the presence, or otherwise, of these five common rating errors as a basis for a course and staff development process. This project was very much a pilot study that was designed to explore these relationships.

This study analysed the rating performance of a sub-set of the tutors that helped deliver a first year Microeconomics course. Due to budget constraints, only 10 of the 15 tutors who were involved in teaching this course were invited to participate in this study. These tutors were chosen on the basis of two criteria. First, the authors were looking for a group of tutors that had the widest possible range of teaching experiences. Indeed, for one tutor (Rater 10) this was her first ever teaching experience, whereas the tutor-in-charge (Rater 2) is a very experienced teacher who has over 30 years of experience teaching Economics at both secondary school and university level. Secondly, in order to provide reliable estimates of the parameters of the Partial Credit Model, the study needed to analyse the ratings obtained from at least 350 students, preferably 400. So, the combination of tutors was chosen that would minimise the number of raters who taught 400 students.

The study explored the concerns that students have about marker consistency by using the Partial Credit Model to detect the presence (or otherwise) of five common rater errors. The following section is a brief review of the five common rater errors that are the focus of this study. The third section is the methods section. The fourth section is divided into three sub-sections and discusses further details of the study. The final section discusses the results of the study and presents the conclusions. This paper concludes that marking guides may not be sufficient to eliminate the five rater errors explored in this paper. Moreover, the paper suggests that these errors may be reduced by the use of marking rubrics. Hence, the paper concludes with a call for further research on this topic.

Five Rating Errors

Previous research into performance appraisal has identified five major categories of rating errors, severity or leniency, the halo effect, the central tendency effect, restriction of range and inter-rater reliability or agreement, which is probably best understood as consistency (Saal, Downey & Lahey, 1980). Engelhard and Stone (1998) have demonstrated that the statistics obtained from the Partial Credit Model can be used to measure these five types of error. This section briefly outlines these rating errors and identifies the underlying questions that motivate concern about each type of error. The discussion describes how each type of rating error can be detected by analysing the statistics obtained from the Partial Credit Model. The critical values reported in Table 1, relate to the rater and item estimates obtained from a statistical package called ConQuest 2.0 (Adams & Khoo, 1993), which is one of a number of commercially available software packages that can be used to analyse examination performance using either the Rasch Model or its extensions, such as the Partial Credit Model. The present study extends this procedure by demonstrating how Item Characteristic Curves and Person Characteristic Curves can also be used to identify these rating errors.
may also be unable to assess competence in the different conceptually essential or non-essential material. The rater’s handwriting. Hence, the rater may fail to distinguish between each answer, or be distracted by extraneous things such as may be rating items based on an overall impression of student answers (Thorndike, 1920). For example, a rater may be unable to assess competence in the different conceptually distinct and independent aspects of student answers (Thorndike, 1920). The underlying questions that are addressed by indices of rater severity focus on whether there are statistically significant differences in rater judgments.

The statistical significance of rater variability can be analysed by examining the rater estimates that are produced by ConQuest 2.0 (Table 3 is an example of these statistics). The estimates for each rater should be compared with the expert in the field, or the standard setting judge. In this instance the tutor-in-charge, that is Rater 2, with over 30 years teaching experience, should be considered as the standard setting judge. If the leniency estimate of a particular rater is higher than the expert, then the rater is a harder marker, and if the estimate is lower, then the rater is an easier marker. Hence, the leniency estimates produced by ConQuest are reverse scored.

Evidence of rater severity or leniency can also be seen in the Person Characteristic Curves of the raters that are produced by software packages such as RUMM (Sheridan, Andrich & Luo, 1997). An example is provided in Figure 1. If the Person Characteristic Curve for a particular rater lies to the right of that of the expert then that rater is more severe. On the other hand, a Person Characteristic Curve lying to the left implies that the rater is more lenient than the expert (Figure 1). Conversely, the differences in the difficulty of items can be determined from the estimates of discrimination produced by ConQuest. Table 4 provides examples of these estimates.

**Rater severity or leniency**

Rater severity or leniency refers to the general tendency on the part of raters to rate consistently students higher or lower than is warranted on the basis of their responses (Saal et al., 1980). The underlying questions that are addressed by indices of rater severity focus on whether there are statistically significant differences in rater judgments.

The central tendency effect describes situations in which the ratings are clustered around the mid-point of the rating scale and reflects reluctance by raters to use the extreme ends of the rating scale. This is particularly problematic when using a polychotomous rating scale, such as the one used in this study. The central tendency effect is often associated with inexperienced and less well-qualified raters.

This error can simply be detected by examining the marks of each rater using descriptive measures of central tendency such as the mean, median, range and standard deviation, but as illustrated in the fifth section of this paper, this can lead to errors. Evidence of the central tendency effect can also be obtained from the Partial Credit Model by examining the item estimates. In particular, the mean square error statistics, or unweighted fit MNSQ. If these statistics are high, that is the unweighted fit MNSQ is greater than 1.5 and the unweighted fit MNSQ is significantly greater than zero or which is tending towards a value significantly less than one as item difficulty rises, is an indication of the halo effect (Figure 1).

**The central tendency effect**

The central tendency effect is related to the central tendency effect as it reflects the reluctance of raters to use the extreme ends of the marking scale. It is also a measure of the extent to which the obtained ratings discriminate between different students with respect to their different performance levels (Engelhard, 1994; Engelhard & Stone, 1998). The underlying question that is addressed by restriction of range indices focus on whether there is a statistical significance in item difficulty as shown by the rater estimates. Significant differences in these indices
demonstrate that raters are discriminating between the items. The amount of spread also provides evidence relating to how the underlying trait has been defined. Again, this error is associated with inexperienced and less well-qualified raters.

Evidence of the restriction of range effect can be obtained from the Partial Credit Model by examining the item estimates. In particular, the mean square error statistics, or weighted fit MNSQ. This rating error is present if the weighted fit MNSQ statistic for the item is greater than 1.30 or less than 0.77.

These relationships are also reflected in the shape of the Item Characteristic Curve. If the weighted fit MNSQ statistic is less than 0.77, then the Item Characteristic Curve will have a very steep upward sloping section, demonstrating that the item discriminates between students in a very narrow ability range. On the other hand, if the MNSQ statistic is greater than 1.30, then the Item Characteristic Curve will be very flat with little or no steep middle section to give it the characteristic “S” shape. Such an item fails to discriminate effectively between students of differing ability.

**Inter-rater reliability or agreement**

Inter-rater reliability or agreement, or consistency as it is more commonly known as, is based on the concept that ratings are of a higher quality if two or more independent raters arrive at the same rating. In essence, this rating error reflects a concern with consensual or convergent validity. The model fit statistics obtained from the Partial Credit Model provides evidence of inter-rater reliability (Engelhard & Stone, 1998). It is unrealistic to expect perfect agreement with a group of raters. Nevertheless, it is not unrealistic to seek to obtain broadly consistent ratings from raters.

Indications of this type of error can be obtained by examining the mean square errors for both raters and items. Lower values reflect more consistency or agreement or a higher quality of ratings. Higher values reflect less consistency or agreement or a lower quality of ratings. Ideally these values should be 1.00 for the weighted fit MNSQ and 0.00 for the weighted fit $t$ statistic. Weighted fit MNSQ greater than 1.5 suggest that raters are not rating items in the same order.

The unweighted fit MNSQ statistic is the slope at the point of inflection of the Person Characteristic Curve. Ideally this slope should be negative 1.00. Increased deviation of the slope from this value implies less consistent and less reliable ratings.

**Method**

In the course that this study investigated, a total of 795 students were enrolled in 43 tutorials. Due to budgetary constraints, only a sub-set of 399 of these students from 28 tutorial groups and their ten tutors participated in the study. The tutors represented the full spectrum of experience. The tutor-in-charge is a retired secondary school economics teacher with some 10 years university teaching experience and 20 years secondary school teaching experience (Rater 2), another was a qualified high school teacher with more than 20 years university teaching experience (Rater 1), while for Rater 10 this was the first time she had ever taught at university. It was hoped that about 400 students would be involved in the study as 350 students is the minimum number of cases that are required by ConQuest to generate reliable estimates of the parameters of the Partial Credit Model. In particular, the $t$ statistics are sensitive to sample size and require a sample size of at least 350. In the end, over 2,500 ratings from 399 students were analysed in this study.

At the heart of the Partial Credit Model is the premise that the performance of a student in essays is the interaction of student ability, the questions or items the student decides to answer and the markers. Hence, the Partial Credit Model uses logistic regression analysis to estimate the three parameters of the model, rater severity, item difficulty and student ability. A priori it would be expected that higher ability students should perform better than students of lower ability. However, if lower ability students choose to answer easier questions, or if more lenient raters mark their answers, then they may outperform more able students. This is the basis of student concerns. So, the aim of the Partial Credit Model is to separate the interactions between student ability, item difficulty and rater severity in order to properly evaluate student performance and rater performance. This separation between students, items and raters can only be achieved if there is crossover between students, items and raters. Crossover occurs when raters mark a range of questions and if they mark the work of students who are in tutorial groups other than their own in addition to their own students.

The tutors were given a briefing session about the project that lasted about an hour. The key part of the briefing was discussing the concept of crossover and why it was so important to this study. All of the tutors marked all of the tutorial questions for all of their students over the course of the semester. Students were required to submit written answers to ten tutorial questions, that is one question each tutorial. Marks were required to submit written answers to ten tutorial questions, that is one question each week for Weeks two to eleven and the best eight were counted towards the final grade. Raters did not mark the work of students who were enrolled in other tutorials, so the crossover between raters and items was maximised. But, there was no crossover between raters and students. Thus, the study needed to develop a strategy such that

<table>
<thead>
<tr>
<th>Rater error</th>
<th>Features of the curve if rater error present</th>
<th>Features of the statistics if rater error present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lienancy</td>
<td>Need to compare Person Characteristic Curve with that of the experts.</td>
<td>Rater estimates.</td>
</tr>
<tr>
<td></td>
<td>Compare estimate of tenacity with the expert.</td>
<td>Lower error term implies more consistency.</td>
</tr>
<tr>
<td></td>
<td>Weighted fit MNSQ &lt; 1.0.</td>
<td>Rater estimates.</td>
</tr>
<tr>
<td>Halo effect</td>
<td>Person Characteristic Curve.</td>
<td>Unweighted fit MNSQ &gt;&gt; 1 and Unweighted fit $t$ &lt;&lt; 0.</td>
</tr>
<tr>
<td></td>
<td>Maximum values do not approach 1 as student ability rises.</td>
<td>Item estimates.</td>
</tr>
<tr>
<td></td>
<td>Vertical intercept does not tend to 0 as item difficulty rises.</td>
<td>Weighted fit MNSQ &lt; 0.77 or Weighted fit MNSQ &gt; 1.30.</td>
</tr>
<tr>
<td>Central tendency</td>
<td>Item Characteristic Curve.</td>
<td>Item estimates.</td>
</tr>
<tr>
<td></td>
<td>Vertical intercept much greater than 0.</td>
<td>Unweighted fit MNSQ &gt;&gt; 1 and Unweighted fit $t$ &lt;&lt; 0.</td>
</tr>
<tr>
<td></td>
<td>Maximum values do not approach 1 as student ability rises.</td>
<td>Weighted fit MNSQ &lt; 0.77 or Weighted fit MNSQ &gt; 1.30.</td>
</tr>
<tr>
<td>Restriction of range</td>
<td>Item Characteristic Curve.</td>
<td>Rater estimates.</td>
</tr>
<tr>
<td></td>
<td>Steep section of curve occurs over a narrow range of student ability or Curve is very flat with no distinct “S” shape.</td>
<td>Weighted fit MNSQ &gt;&gt; 1 and Weighted fit $t$ &lt;&lt; 0.</td>
</tr>
</tbody>
</table>

Table 1: Summary Table of Rater Errors and Rasch Test Model Statistics
tutors would mark the papers submitted by students that belonged to tutorial groups other than their own to provide the crossover between raters, items and students that is required to obtain reliable estimates of the model parameters.

The standard response to obtaining crossover between raters and students is for a sample of about 20 per cent of the papers to be double marked by other members of the teaching team (Barrett, 2005). However, Englehard (1994) argued that this approach provides imprecise estimates of the parameters of the Partial Credit Model because some of the statistics are dependent on the sample size. Therefore, in order to produce reliable estimates of the model’s parameters around 40 per cent of the papers were triple marked.

All of the tutorial papers that were marked by the ten tutors who took part in this study were photocopied twice prior to marking and around 40 per cent of these papers were allocated to two other tutors for double and triple marking. In the end, the marks for about 1,400 tutorial questions for 399 students were obtained. This is the first round of marking. Then a further 1,100 papers were double marked by a second rater and then triple marked by a third rater. The triple marking process was managed such that no person marked the same paper twice or indeed thrice. Clean papers were provided to the second and third markers so that they had no idea of the marks obtained from the first round of marking. Only the four tutorial questions that were submitted for marking in the second half of the semester were analysed. The tutors were paid to do extra marking. They were paid the relevant marking rate as per the University of Adelaide’s Enterprise Bargaining Agreement. The marking was paid for out of a small grant from the School of Economics.

Training was undertaken in two phases. Prior to the initial round of marking, there was a meeting in which the marking guide was given to the tutors and then discussed. Then there was a second meeting prior to the second/third marking. This session was designed to inform the tutors about the project and to help them understand that the analysis was trying to unpack the item, rater-student interactions. There were no ethical issues that require discussion. The project was approved by the University of Adelaide’s Human Research Ethics Committee.

## The Study

This study investigated the concerns of students about essay marking. In particular, in large classes with large numbers of raters, variation in rater performance can adversely affect student outcomes. In order to ascertain the veracity of students’ concerns, this study analysed four tutorial papers, submitted by 395 students and marked by ten raters. The analysis proceeded in three distinct phases. Phase 1 was an examination of the student mark using measures of central tendency. Such an approach is the norm to assess rater(marker) performance. Phase 2 analysed the original marks of these 395 students using the Partial Credit Model. Such an approach may provide useful information. But the results will only be indicative due to the crossover effects. The rater by item crossover was maximised as the tutors marked all of the questions submitted by ‘their’ students. However, there is rater by student crossover. Phase 3 of the study maximised the rater by item crossover and the rater by student crossover by triple marking around 40 per cent of the papers. These results were then analysed using the Partial Credit Model.

### Phase one of the study

The evaluation of assessment procedures at most Australian universities tends not to be very sophisticated. Indeed, it is rare “for researchers to consider the complex causal antecedents for observed rater effects” (Wolfe & McCVay, 2012, p. 31). Typically, if the lecturer in charge of a large course with a large number of raters became concerned about rater consistency then the evaluation would be rather cursory. The lecturer would probably examine a range of measures of central tendency, such as the mean and the standard deviation. If these measures varied too much then the lecturer might be required to undertake some remedial action, such as moderation, staff development or even termination of those raters whose performance differed too much from the mean.

However, in subjects where students are free to enrol in whatever tutorial suits them, people with similar characteristics tend to be attracted to the same class. So, a tutor may be the only one taking the “after hours” classes, which may be attractive to older, more experienced students, that is, students with higher ability. They may also be more strategic learners and so have more successful strategies for addressing assessment activities. It should therefore not be surprising that this particular tutor’s students also perform better. But such a tutor may be labelled “too lenient”, requiring remedial action. Remedial action may have severe implications. It is time consuming for subject conveners and

<table>
<thead>
<tr>
<th>Question 1</th>
<th>Mean</th>
<th>SD</th>
<th>Question 2</th>
<th>Mean</th>
<th>SD</th>
<th>Question 3</th>
<th>Mean</th>
<th>SD</th>
<th>Question 4</th>
<th>Mean</th>
<th>SD</th>
<th>Average of all items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rater 1</td>
<td>4.97</td>
<td>1.71</td>
<td>4.55</td>
<td>1.81</td>
<td>7.72</td>
<td>1.93</td>
<td>6.47</td>
<td>2.54</td>
<td>6.57</td>
<td>5.94</td>
<td>2.08</td>
<td>6.57</td>
</tr>
<tr>
<td>Rater 2</td>
<td>8.31</td>
<td>1.09</td>
<td>5.95</td>
<td>1.43</td>
<td>9.00</td>
<td>1.06</td>
<td>7.06</td>
<td>1.51</td>
<td>7.60</td>
<td>5.94</td>
<td>2.08</td>
<td>7.60</td>
</tr>
<tr>
<td>Rater 3</td>
<td>7.91</td>
<td>2.02</td>
<td>5.73</td>
<td>2.40</td>
<td>7.12</td>
<td>3.72</td>
<td>7.82</td>
<td>2.13</td>
<td>6.91</td>
<td>6.06</td>
<td>1.35</td>
<td>6.61</td>
</tr>
<tr>
<td>Rater 4</td>
<td>7.22</td>
<td>1.43</td>
<td>4.08</td>
<td>1.09</td>
<td>7.00</td>
<td>2.52</td>
<td>8.81</td>
<td>1.97</td>
<td>8.00</td>
<td>7.60</td>
<td>1.35</td>
<td>7.61</td>
</tr>
<tr>
<td>Rater 5</td>
<td>7.20</td>
<td>1.40</td>
<td>7.08</td>
<td>1.22</td>
<td>8.68</td>
<td>1.80</td>
<td>7.18</td>
<td>1.30</td>
<td>7.50</td>
<td>6.37</td>
<td>1.34</td>
<td>6.70</td>
</tr>
<tr>
<td>Rater 6</td>
<td>6.74</td>
<td>1.09</td>
<td>7.27</td>
<td>1.67</td>
<td>9.07</td>
<td>2.33</td>
<td>8.32</td>
<td>1.49</td>
<td>8.42</td>
<td>6.06</td>
<td>1.35</td>
<td>6.61</td>
</tr>
<tr>
<td>Rater 7</td>
<td>6.62</td>
<td>2.06</td>
<td>5.40</td>
<td>2.06</td>
<td>7.74</td>
<td>2.28</td>
<td>6.33</td>
<td>1.96</td>
<td>6.50</td>
<td>7.06</td>
<td>1.35</td>
<td>7.46</td>
</tr>
<tr>
<td>Rater 8</td>
<td>7.06</td>
<td>1.05</td>
<td>6.42</td>
<td>1.09</td>
<td>8.16</td>
<td>1.39</td>
<td>7.4</td>
<td>1.20</td>
<td>7.39</td>
<td>7.10</td>
<td>1.20</td>
<td>7.20</td>
</tr>
<tr>
<td>Rater 9</td>
<td>7.10</td>
<td>1.10</td>
<td>6.40</td>
<td>1.12</td>
<td>8.50</td>
<td>1.48</td>
<td>8.73</td>
<td>1.88</td>
<td>8.70</td>
<td>8.00</td>
<td>1.38</td>
<td>8.00</td>
</tr>
</tbody>
</table>

Table 2: Average Raw Scores for each Question for all Raters.
out of ten. Whereas Rater 2, the tutor-in-charge, seems to be about the middle of the range, as would be expected from the standard setting judge and the most experienced rater.

On the other hand, Rater 10 appears to one of the most lenient raters, which would normally not be unexpected given that this is the first time she had ever taught. This table shows that Rater 6 is the most lenient rater. Whereas, Raters 3 and 4 are providing ratings that are broadly consistent with the standard setting judge, which would be interpreted as being reliable raters. However, does this table draw the correct conclusions about the performance of these raters? The answer to this question is the focus of the next section.

**Phase two of the study**

The second phase of the study was a re-examination of the students’ marks using the Partial Credit Model. It was noted above that the crossover between raters and items was maximised as all raters marked all items. However, there was no crossover between raters and students. Raters only marked the work of their students. In this phase of the study it was decided not to do anything to correct for this lack of crossover. Rather, it was decided to analyse the test results with no crossover between raters and students and compare them with the results obtained when the rater, item and student interactions are completely separated.

The information presented in Table 2 was re-analysed using the Partial Credit Model and is presented in Tables 3 and 4. The estimate for rater severity or leniency is presented in the first column of Table 3, while the estimates for item difficulty are provided in the first column of Table 4. The information presented in Tables 3 and 4 reflect the results of the triple marking process. Hence, there is maximum crossover between raters and items, but the influence of student ability on the measured severity of raters and the difficulty of the items is not included in these tables. The results from the Partial Credit Model are not very dissimilar to those presented in Table 2. This is not surprising, given the analysis that produced the information in Table 3 does not include the effects of the interaction of student ability on rater severity or item difficulty. The estimates for rater performance, item difficulty and student performance in all the following tables is derived from logistic regression analysis. The parameters are all measured in units called *Logits*. In a *Logit* scale, using the context of this study, “0” indicates average. Values above the average indicates markers tending to be harsh or that items are too difficult (more challenging). Whereas values below the average indicates lenient markers or easy items (less challenging).

Rater 2, the standard-setting-judge has an estimate of severity of -0.664, an estimate of zero would be ideal. So, Rater 2 might be considered as somewhat lenient. Nevertheless, he fits the model quite well, as shown by his weighted and unweighted fit statistics. Both of his MNSQ estimates fall with the critical values and both t statistics are close to zero. Rater 10, with a leniency estimate of -0.954 is one of the most lenient raters, as might be expected. Rater 1 is still the most severe rater. On the other hand, Table 4 shows a substantial variation in item difficulty, over two *Logits*, which may have an effect on student performance in a situation where students are essentially free to choose which questions they answer. Nevertheless, all the items fit the model quite well.

**Stage three of the study**

In this phase of the study, the item, rater and student interactions are completely isolated by maximising the crossover between raters and students. The crossover between raters and items was already maximised in both phases one and two of the study. The usual practice to obtain crossover in studies such as this is achieved by double marking around 20 per cent of papers. This is possible as the Partial Credit Model can still develop estimates of the parameters with missing data. This study was overly conservative. Hence, around 40 per cent of the papers were blind triple marked. Many of the estimates of the statistics obtained from the model are sensitive to sample size. So, the decision to triple mark 40 per cent of the papers meant that there was an eight fold increase in the number of “double marked” papers, which should commensurately increase the accuracy of the estimates of the statistics.

The focus of this section of the study is the information presented in Table 5. This information is derived from the triple marking. The triple marking allows for the interactions between item difficulty, rater severity and student ability to be separated. Table 5 is a map of student ability, rater  

---

**Table 3: Rater Estimates Obtained from the Partial Credit Model**

<table>
<thead>
<tr>
<th>Rater</th>
<th>ESTIMATE ERROR</th>
<th>MNSQ</th>
<th>CI</th>
<th>T</th>
<th>ESTIMATE ERROR</th>
<th>MNSQ</th>
<th>CI</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.150</td>
<td>0.111</td>
<td>0.26</td>
<td>0.4</td>
<td>0.200</td>
<td>0.174</td>
<td>0.38</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>-0.664</td>
<td>0.157</td>
<td>0.30</td>
<td>-0.6</td>
<td>0.133</td>
<td>0.228</td>
<td>0.28</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>-0.039</td>
<td>0.107</td>
<td>0.33</td>
<td>-0.3</td>
<td>0.022</td>
<td>0.213</td>
<td>0.37</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>0.220</td>
<td>0.122</td>
<td>0.25</td>
<td>0.4</td>
<td>0.120</td>
<td>0.228</td>
<td>0.38</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>-0.276</td>
<td>0.102</td>
<td>0.21</td>
<td>-0.2</td>
<td>0.090</td>
<td>0.213</td>
<td>0.37</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0.515</td>
<td>0.103</td>
<td>0.38</td>
<td>0.8</td>
<td>0.108</td>
<td>0.311</td>
<td>0.69</td>
<td>0.4</td>
</tr>
<tr>
<td>7</td>
<td>0.022</td>
<td>0.108</td>
<td>0.41</td>
<td>0.6</td>
<td>0.076</td>
<td>0.311</td>
<td>0.69</td>
<td>0.4</td>
</tr>
<tr>
<td>8</td>
<td>0.207</td>
<td>0.103</td>
<td>0.26</td>
<td>0.4</td>
<td>0.108</td>
<td>0.268</td>
<td>0.43</td>
<td>0.6</td>
</tr>
<tr>
<td>9</td>
<td>0.460</td>
<td>0.322</td>
<td>0.36</td>
<td>0.6</td>
<td>0.070</td>
<td>0.311</td>
<td>0.69</td>
<td>0.4</td>
</tr>
<tr>
<td>10</td>
<td>-0.954</td>
<td>0.112</td>
<td>0.10</td>
<td>-0.9</td>
<td>0.186</td>
<td>0.213</td>
<td>0.79</td>
<td>1.3</td>
</tr>
</tbody>
</table>

**Table 4: Item Estimates Obtained from the Partial Credit Model**

As alluded to above, an important point needs to be made about Table 3. It provides estimates of rater severity taking into account only the inter-relationship between the rater and the items. Hence, it ignores the effect of student ability on the obtained ratings. Hence, Rater 1 may well be the hardest rater, but he may just have appeared to be the hardest rater in Tables 2 and 3 as his students decided to choose the most difficult questions. Or this rater had a higher proportion of lower ability students. In the context of this study, those students who find the linguistic challenges of economics more difficult than other students, might be over-represented in his tutorial groups. The inference that differences in rater performance might be conditional on the items answered or the composition of tutorial groups means that there is a need to fully separate the item, rater and student interactions. This led to the third phase of the study.
severity and item difficulty. These are the three parameters of the Partial Credit Model and are mapped onto the same scale using Logits as the unit of measurement. This Table separates the student, rater and item interactions and hence provides more accurate insights into rater severity and item difficulty. Moreover, the final column provides information about the interaction between the raters and the individual items. Hence, this column provides information about inter-rater variability, or consistency. Table 5 also shows a number of interesting points.

First, the tutor-in-charge (Rater 2) emerges as the hardest rater, with a severity estimate of about 1 Logit, which is in stark contrast to the estimate provided in Table 3 (-0.664). However, the average ability of the students in this course was about 4.25 Logits. So, even though he is the most severe rater, his ratings are comparatively easy compared to student ability.

Second, Rater 7, who had never taught before, now emerges as one of the more lenient raters, marking about as severe as the standard setting judge. Hence, she is not the most lenient rater as suggested by Tables 2 and 3. Her apparent leniency could be explained in terms of the interaction of the ability of the students in her classes (higher) and the questions they chose to answer (easier).

Third, Rater 6 was shown as a lenient marker in Table 2 and a severe maker in Table 3. However, Table 5, taking into account all the student, rater and items interactions, shows that Rater 6 is indeed one of the more lenient raters. Whereas, Rater 1, who has consistently been shown to be the most severe rater now emerges as one of the more lenient raters. This might be explained in terms of the ability of the students in his classes and the items they answered. So, on balance it seems that these students tended to be lower ability, that is, they may have found the linguistic challenges of economics more challenging or they did not have well-developed study skills or they left their hand-up assignments until the last minute and so ‘chose’ to answer the more difficult items.

Finally, the estimates for item difficulty do not change much between Tables 4 and 5 as a result of fully taking into account the student, rater item interactions. The rater by item estimates show the extent of inter-rater variability, or consistency. The range of item difficulty shown in Table 4 is about 2.1 Logits, whereas the range of item difficulty shown in Table 5 is about 2.25 Logits. So, the full separation of students, raters and items does not affect the estimates for item difficulty too much. But what is more interesting is the range of item difficulty shown in the rater by item column. This column shows that the range in item difficulty is now about 4.25 Logits, which is double the range of item difficulty shown in the item column. This means that raters are marking items as if they are harder or easier than they really are.

For example, Rater 7 marked item 1 (point 7.1) as the most difficult item, when in fact it is the easiest item. Moreover, he marked it as if it was substantially harder than the actually hardest question, which is item 2. On the other hand, look at point 2.2. This shows that Rater 2 marked item 2, which is the most difficult item, as if it were considerably easier than the easiest item. Yet his other ratings were broadly consistent with the item difficulty. This lack of consistency is probably best explained in terms of the marking guides that were used by the raters. It would appear that they need to be re-designed to provide raters with more information about difference in item difficulty.

Table 5: Map of Student, Rater and Item Interactions

<table>
<thead>
<tr>
<th>Student</th>
<th>Rater</th>
<th>Item</th>
<th>rater by item</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Each X represents 1 count.

Table 3 can also be used to establish the presence of the halo effect. As shown in Table 1, the halo effect is present if the weighted fit MNSQ is less than one. Table 3 shows that four raters exhibit the halo effect to some extent, these are Raters 2, 3, 5, 7 and 9. Interestingly, Rater 10, the least experienced rater, has the second highest Weighted Fit MNSQ and hence does not exhibit the halo effect. Such a high incidence of the halo effect can probably be explained in terms of the marking guides. These results suggest that the marking guides at least need to be redesigned if not replaced by marking rubrics.

Table 1 shows that the central tendency effect is present if the unweighted fit MNSQ is greater than one and if the unweighted t is very much greater than zero. Table 6 indicates that about one third of the ratings were affected by the central tendency effect. Raters 1, 2, 9 and 10 were free from this error. It is not surprising that Raters 1 and 2 were free from this error, given their experience. It was a surprise to see that Rater 10 was also free from this error. On the other hand, Rater 4 exhibited the central tendency effect for three items, that is, questions 1, 2 and 3. Again the prevalence of this error may be reduced by the development of marking rubrics.

Table 2 suggests that raters whose weighted fit statistics fall outside of the critical interval demonstrate the restriction of range effect. Table 6 shows that the restriction of range effect occurs in 24 of the 40 rater by item statistics shown in Table 6. Again this finding suggests that the marking guides need further development.
inter-rater reliability of raters. As discussed in Table 1, the reliability error is present if the weighted fit MNSQ is greater than zero and if the Weighted fit t is greater than zero. This error is evident in the performance of Raters 4, 6 and 10. However, this finding does not support the evidence that is provided in Table 5, which suggests that Rater 10 is quite reliable. The discrepancy between the results presented in Tables 5 and 6 can be explained by the fact that Table 5 shows the full student, by rater by item interactions. Again, rater reliability might be improved by developing the marking rubrics.

### Concluding Remarks

This paper shows that evaluating rater performance is a much more difficult process than most academic managers expect. Proper rater evaluation needs to be more sophisticated than a cursory examination of measures of central tendency. Moreover, it is surprisingly easy to make an incorrect evaluation of rater performance as most managers would not be able to separate the complex interactions between student ability, the difficulty of questions and rater performance. This paper used the Partial Credit Model to evaluate one particular aspect of rater performance, the presence, or otherwise, of five common rater errors among a team of ten tutors. The team that was investigated here was a rather diverse group of people with varying levels of experience teaching First Year university Economics courses, ranging from just a few weeks to 30 years.

It comes as no surprise to the authors that the five common rater errors were present in the ratings of all ten raters. However, it appears that the more experienced raters were less prone to making these errors. But make these errors they did. The surprising finding of this study is that the least experienced rater, the rater for whom this was her first ever teaching job, was relatively free from making these errors. The new tutor was an exceptional young woman.

She was a German international student doing Honours with the University at the time the study was conducted. It was planned to work out why she was such an effective marker, which might inform the tutor training process. Unfortunately, by the time the results of the project had become available she had been offered a PhD scholarship at another interstate university and lost contact. Further exploration of the explanation of the study’s key findings would entail a derivative study.

Previous work by the authors suggested that the presence, or otherwise of these five errors was related to the nature of the employment relationships of the rater and the concept of ownership. That is, raters who were tenured or were employed on a long-term contract tend to have more ownership of courses and hence were less prone to making these particular five errors. In this study all ten raters were employed on a casual/sessional basis. So, the concept of ownership may not be appropriate. Nevertheless, this study would suggest that large classes should be taught by as few tutors as possible, teaching as many classes as practicable. However, this is not always possible. Although these raters were provided with comprehensive marking guides, they were not provided with marking rubrics. Even the most comprehensive marking guide still provides raters with some discretion or latitude, which in turn may create the space for rater errors to emerge. It would therefore be interesting to replicate this project to investigate whether the use of marking rubrics reduced the frequency and extent of these five rating errors.

The key finding of the study is that there appears to be a rating gradient. People who have been teaching and marking longer tend to make fewer rating errors than people with less experience. However, given the dynamics of the tutor / marker workforce, which turns over very quickly, most tutors do not get the experience to be relatively error-free. So, the challenge is to help people who are going to be tutors for a few years while they do their PhDs reduce their propensity to make errors. The key to this seems to be the development of better / clearer marking criteria or rubrics to support inexperienced tutors. Another suggestion would be to provide tutors with some form of professional development (a more in-depth training) in marking assessment tasks.

As a final word, we would like to re-visit Figure 1. The underlying premise of the Partial Credit Model is that student performance on essay style examinations is the outcome of the interaction between students, items and raters. The output of the Partial Credit Model includes the Item Characteristic Curve and the Person Characteristic Curve. These curves allow the performance of items and students to be compared to the model in order to identify misfitting items and students. However, at present there is no simple way to identify misfitting raters. So, this paper concludes with a call to the authors of the software to develop a Rater Characteristic curve in order to identify misfitting raters.
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