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Abstract—Network virtualization plays an important role in the modern Internet architecture. Various OpenFlow-based network slicing techniques have been proposed and implemented to achieve network virtualization. In this paper, we present a scalable network slicing technique to provide multi-tenant network slices over an OpenFlow-based Multi-Protocol Label Switching (MPLS) network. The proposed approach acts as an isolation mechanism between multiple tenants over the same physical infrastructure, presenting the tenants with independent address range, topology and network control functions via virtualization.

The design and implementation of the network slicing technique are based on the virtual network subsystem of the Open Networking Operating System (ONOS), an open-source software defined networking (SDN) controller. Preliminary evaluations are done to verify that the proposed technique is able to perform address virtualization in a multi-tenant network environment.

Index Terms—Network virtualization, OpenFlow-based, MPLS, Software-defined networking

I. INTRODUCTION

Multi-tenancy support over a common physical network infrastructure has been made possible since the introduction of network virtualization technologies. Network virtualization enables the network resources of a software defined network (SDN) to be better utilized, with the capability of serving different tenants with different needs.

While there are various approaches to achieve network virtualization, they can be generally classified into two major types, namely overlay-based and slice-based approaches. Overlay network virtualization refers to the Layer 2 and Layer 3 solutions based on tunneling and encapsulation techniques such as NVGRE [1] and VXLAN [2]. On the other hand, the slice-based approach refers to the slicing of physical network resources through segmenting the hardware control functions into partitions such as the OpenFlow flow table which is supported by matching appropriate packet headers.

For overlay network virtualization, it involves an end-to-end encapsulation whereby only the network edges play a role in the virtualization process. Despite the theoretical possibility of hosting an infinite number of virtual networks, overlay network virtualization presents a challenge to network operators as it increases the management and operational complexity for both the overlay virtual network and the physical underlying network. Apart from that, the owner of the virtual networks does not have the ability to perform traffic redirection, due to the fact that overlay network virtualization does not have control over the underlying packet forwarding mechanism.

On the other hand, for slice-based network virtualization, there exists a theoretical limit of virtual networks that can be supported depending on the network slicing technique being adopted. Some of the slice-based network virtualization platforms are FlowVisor [3], OpenVirtex [4] and ONVisor [5].

The Open/ Federated Playground for Future Networks (OF@TEIN) aims to build and operate an Open and Federated Future Internet Testbed to further promote SDN-Cloud R&D collaboration among the Trans-Eurasian Information Network (TEIN) partners. [6] Being an OpenFlow-based SDN testbed, OF@TEIN positions itself as a suitable environment to implement slice-based network virtualization.

The current OF@TEIN test bed utilizes overlay tunnels over TEIN and several National Research & Education Networks (NRENs). In provisioning the virtual network for the test bed users, the operators will have to manually set up the overlay tunnels for the experimenters, and when multiple experiments are carried out concurrently, the management complexity increases as well as the increasing number of tunnel required and traffic isolation across the multiple tunnels. Furthermore, the choice of using overlay network virtualization technologies limit the ability for users to further customize their
network in terms of programmability and flexibility.

In the efforts to offer programmable virtual SDN in the OF@TEIN test bed, several slice-based network virtualization technologies were evaluated. Among the evaluated platforms, FlowVisor performs flow space slicing which results in limited flowspace for every tenant. On the other hand, OpenVirtex employs MAC/ IP address rewriting which limits the available MAC/ IP address range. As for ONVisor, VLAN tagging was selected for the task, however, VLAN tagging could prove to be the potential bottleneck in the long run due to its limited tag size.

Upon considering the short comings of the aforementioned methods, we present a new OpenFlow-based network slicing technique which utilizes Multi-Protocol Label Switching (MPLS) [7] to support the multi-tenant environment. The proposed method targets itself as a more scalable solution in offering programmable virtual SDNs where each of the tenants can have their independent address range, topologies and network control functions.

The rest of this paper is organized as follows. Section II further explores related works that have been carried out on slice-based network virtualization. Section III discusses the proposed systems design and development, while Section IV demonstrates the working proof of the proposed slicing technique. Lastly, section V concludes this paper together with further development directions of the proposed system.

II. RELATED WORK

This section further describes the related works that have been carried out to support multi-tenancy and network virtualization in OpenFlow-based SDNs.

A. MPLS-TE and MPLS VPNs with OpenFlow

A major feature of this work was the implementation of MPLS-TE and MPLS VPNs in a centralized control plane with an SDN controller, called as NOX [8]. It has been proven that OpenFlow-based MPLS can be simplified by delivering dedicated networks according to the user’s requirements in OpenFlow-based SDN. However, control functions over the provisioned virtual network are not explicitly available to the user and the topologies specified must be a subset of the underlying physical network.

B. FlowVisor

FlowVisor [3] is an OpenFlow-based network hypervisor that acts as a proxy to provide each slice of the networks with their own external SDN controllers. Among the network slices, a common flowspace and address space are shared. As a result, the number of network slices that can be supported is then limited by the available packet header space. Besides, FlowVisor does not allow an arbitrary topology to be “explicitly” created for the network slices as it only can offer subsets of the physical topology.

C. OpenVirtex

OpenVirtex [4] allows the creation of multiple virtual networks out of a physical network. It employs MAC/IP address rewriting at the network edge to segregate the traffic between multi-tenants. However, due to the fact that the MAC/IP address is rewritten, this affects the ability of the tenants to utilize any arbitrary MAC/ IP addresses in the full MAC/IP address range. With OpenVirtex, each of the tenants is able to specify any desired topology for their virtual network. Because it provides each of the network slices with their own external SDN controller by acting as a proxy for the OpenFlow messages.

D. ONVisor

ONVisor [5] is a network virtualization platform based on the Open Networking Operating System (ONOS). ONVisor supports distributed hypervisor instances, multiprotocol, virtual network federation, and programming abstractions. The use of VLAN tags was proposed to isolate the virtual networks among multiple tenants. However, the number of virtual networks that can be supported is constrained by the size of the VLAN tag.

A summary of the discussed literatures is presented in Table I.

<table>
<thead>
<tr>
<th>Features</th>
<th>FlowVisor</th>
<th>OpenVirtex</th>
<th>ONVisor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Slicing Technique</td>
<td>Flowspace slicing</td>
<td>MAC/IP Address rewriting</td>
<td>VLAN tagging</td>
</tr>
<tr>
<td>Custom Topology per Tenant</td>
<td>Must be a subset of the physical topology</td>
<td>Any arbitrary topology</td>
<td>Any arbitrary topology</td>
</tr>
<tr>
<td>Network Control Function per Tenant</td>
<td>Off-platform</td>
<td>Off-platform</td>
<td>On-platform &amp; off-platform</td>
</tr>
<tr>
<td>Limitation</td>
<td>Limited packet header space</td>
<td>Full MAC/IP range not available</td>
<td>VLAN tag size</td>
</tr>
</tbody>
</table>

We have chosen to extend ONVisor, which is part of the Open Network Operating System (ONOS), to implement our proposed network slicing technique due to its current development status, together with topology and control function virtualization capabilities. Our aim is to leverage the available programming abstractions that have been introduced by ONVisor into ONOS to implement the proposed technique.
III. DESIGN AND IMPLEMENTATION

This section provides an overview of the system with the proposed network slicing technique.

A. Proposed Network Slicing Technique

We propose a network slicing technique that uses Multi-Protocol Label Switching (MPLS) which offers significant expansion to the number of virtual networks that can be supported to isolate network traffic between tenants.

We exploit MPLS label’s local significant property [7] to maximize the number of hosts that can be accommodated. Hence, for each host at the network edge regardless of the tenant, each of the hosts will be assigned with a unique label number to identify the host with its ingress port and IP address on a particular edge switch.

For every packet arriving from the network edge, the SDN controller will look for its corresponding virtual forwarding table to forward the packet. On the other hand, non-edge switches will act as label switch routers (LSRs) in popping and pushing MPLS labels before continue to forward the arriving packets.

B. Label Switched Path Construction

The following steps describe the label distribution process among all switches in order to build the virtual forwarding table for the construction of label switched paths for connectivity between tenant hosts.

Steps:

1. The SDN controller carries out end-to-end path computation for all possible paths/links between tenant hosts.
2. The SDN controller selects the shortest path by using hop-count as a metric (other metrics such as end-to-end latency will be considered in future implementations).
3. The SDN controller registers the hosts on all the switches along the path, together with assigning an arbitrary label number to identify the registered host.
4. For all switches along the path, the MPLS labels are shared among adjacent switches and registered in the switch’s virtual forwarding table.

C. Preliminary Implementation

We are still implementing the proposed network slicing method as an ONOS application that consumes the programming abstractions offered by ONVisor.

The `VirtualNetworkAdminService` reference was partially utilized in order to consume the virtual network components as shown in Figure 1.

The following pseudocode depicts the proposed label switched path (LSP) construction process.

```
function buildLSP(X, Y):
    Input: Two hosts of the same tenant (X, Y)
    Output: Label switched path between the two hosts
    xy_path ← FindPath(X, Y)
    if is_found (xy_path) then
        for all switch in xy_path do
            RegisterHost(switch, X, Y)
            DistributeLabels(xy_path)
```

In order to model the virtual forwarding tables in each forwarding device, the virtual forwarding table objects are modelled as in Figure 2.

IV. PRELIMINARY VERIFICATIONS

This section shows the preliminary experiment results produced based on the current prototype development in our local environment. For an initial evaluation, we focus on two important goals, which is the ability to create a multi-tenant network environment and address virtualization.

A. Test Environment

The proposed slicing technique was tested over an emulated network environment, realized through Mininet. [9] It mimics some part of the OF@TEIN testbed environment, having Malaysia, Korea, and Taiwan as the three interconnected sites.
Fig. 3 Emulated OF@TEIN+ network topology

Open vSwitches of version 2.3 and above were selected as the underlying data plane components due to its support for MPLS.

On the other hand, OpenFlow protocol version 1.3 was selected as the southbound protocol for the communication between the Open vSwitches with the controller due to the availability of robust MPLS protocol support in both match and action.

Three tenants were set up for the test, namely Tenant A (10.0.0.0/8), Tenant B (10.0.0.0/8) and Tenant C (192.168.1.0/24). The hosts are being distributed across the three sites according to the following tables, Table II, III and IV.

### Table II
Hosts attached to the Malaysian site, SW_MY_1

<table>
<thead>
<tr>
<th>Host</th>
<th>Tenant</th>
<th>IP Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>A</td>
<td>10.0.0.1/8</td>
</tr>
<tr>
<td>B1</td>
<td>B</td>
<td>10.0.0.1/8</td>
</tr>
<tr>
<td>C1</td>
<td>C</td>
<td>192.168.1.1/8</td>
</tr>
</tbody>
</table>

### Table III
Hosts attached to the Korean site, SW_KR_1

<table>
<thead>
<tr>
<th>Host</th>
<th>Tenant</th>
<th>IP Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>A</td>
<td>10.0.0.2/8</td>
</tr>
<tr>
<td>B2</td>
<td>B</td>
<td>10.0.0.2/8</td>
</tr>
</tbody>
</table>

### Table IV
Hosts attached to the Taiwanese site, SW_TW_1

<table>
<thead>
<tr>
<th>Host</th>
<th>Tenant</th>
<th>IP Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>A</td>
<td>10.0.0.3/8</td>
</tr>
<tr>
<td>C2</td>
<td>C</td>
<td>192.168.1.2/8</td>
</tr>
</tbody>
</table>

B. Intra-Tenant Connectivity Verification

For verification purposes, we demonstrate the communication among Tenant A’s hosts and Tenant B’s hosts in the following section. Due to the fact that Tenant A and Tenant B are using the same address range, it is vital to prove that different network traffic from different tenants are being isolated from one another.

Table V, VI and VII depicts the virtual forwarding tables hold by the controller for each of the switches. The virtual forwarding table entries define the OpenFlow rules that are to be installed on that particular switch.

<table>
<thead>
<tr>
<th>Tenant</th>
<th>Host</th>
<th>IP Address</th>
<th>Local Label</th>
<th>Outgoing Label/ Action</th>
<th>Next Hop/ Output Port</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A1</td>
<td>10.0.0.1/8</td>
<td>232</td>
<td>pop</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>10.0.0.2/8</td>
<td>-</td>
<td>4211</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>10.0.0.3/8</td>
<td>-</td>
<td>2312</td>
<td>5</td>
</tr>
<tr>
<td>B</td>
<td>B1</td>
<td>10.0.0.1/8</td>
<td>333</td>
<td>pop</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>10.0.0.2/8</td>
<td>-</td>
<td>3532</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tenant</th>
<th>Host</th>
<th>IP Address</th>
<th>Local Label</th>
<th>Outgoing Label/ Action</th>
<th>Next Hop/ Output Port</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A1</td>
<td>10.0.0.1/8</td>
<td>-</td>
<td>232</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>10.0.0.2/8</td>
<td>4211</td>
<td>Pop</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>10.0.0.3/8</td>
<td>-</td>
<td>2312</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>B1</td>
<td>10.0.0.1/8</td>
<td>-</td>
<td>333</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>10.0.0.2/8</td>
<td>3532</td>
<td>Pop</td>
<td>2</td>
</tr>
</tbody>
</table>

Upon the completion of the virtual forwarding tables, connectivity tests were carried out among the tenant hosts in A and B. Apart from verifying that the hosts are able to reach each other within the same tenant, we had also captured the network packets verifying if the proposed network slicing technique had successfully segregated the tenant traffic.

<table>
<thead>
<tr>
<th>Source Host</th>
<th>Destination Host</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>A2</td>
<td>Success</td>
</tr>
<tr>
<td>A1</td>
<td>A3</td>
<td>Success</td>
</tr>
<tr>
<td>B1</td>
<td>B2</td>
<td>Success</td>
</tr>
</tbody>
</table>
Table VIII shows the results of the connectivity tests after being carried out whereby all hosts within tenant A and B are able to communicate among each other.

On the other hand, while the connectivity tests were carried out, the egress interfaces of SW_My_1 towards SW_KR_1 and SW_TW_1 were monitored. This allows us to verify that the traffic among tenants has been separated with the assigned MPLS label numbers according to what have been defined in Table V, VI and VII.
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